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Day 1: Monday, August 12.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Section 1.2 has a broad overview of the subject and some important terms (like linear
PDE and superposition). You definitely don’t have to understand everything in here,
but it gives a good vision of the subject and some important examples. We will revisit
some of this material throughout the term.

Broadly, we care about PDE (I use this as both a singular and plural noun, depending on
the context) because many interesting quantities in life depend on more than one variable.
Your ODE course treated functions of a single variable, often time (y = y(t)), and now we
will have multiple variables, often time and at least one spatial dimension (u = wu(z,t)).
Notation is always a nightmare, and I will say things like u; and J;[u] to mean the partial
derivative of u with respect to t. So if u(z,t) = cos(xt), then uy(x,t) = —sin(xt)z. 1
probably won’t write

du 0
5% O a[u(m,t}]

You have no reason to care about these PDE right now, but here are some things that

we will study:
U +u, =0 Transport equation
uy — Uz, = 0 Heat equation
Uy — Uz = 0 Wave equation
uy + uz, = 0 Laplace’s equation.

It turns out that we can represent all solutions to the transport equation very explicitly and
compactly, and so that PDE will be a great “lab rat” as we develop new techniques—we can
always see how something new compares to what we know about transport. We will not be
so comprehensive with the other examples above, and in particular “boundary conditions™—
whether z lives in a bounded interval or on the whole real line (maybe with some limit
conditions on u as x — +oo)—will play a larger role there. Also, the algebraic structure
of these PDE sometimes has a profound effect; we will see that if you know how to solve
transport or heat as given, then you effectively get solutions to u; —u, = 0 and u; +uy, = 0.
However, the + distinction between wave and Laplace is important.

All four PDE are LINEAR AND HOMOGENEOUS in the sense that if u and v are solutions
and c1, co € R, then cqu + cyv is also a solution.

1.1 Problem. Prove that.

This phenomenon is sometimes gussied up with the term SUPERPOSITION, which fails
for nonlinear problems. Here are two nonlinear equations that we will eventually study:

U + vty =0 Burgers’s equation
U + Uz + uu, =0  Korteweg—de Vries (KdV) equation.
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1.2 Problem. If u and v solve Burgers’s equation, what goes wrong if you try to show
that cju + cov is also a solution for ¢y, ¢ € R?

A major goal of our course, perhaps achievable only in hindsight, will be to understand
how the algebraic structure of these PDE contributes to the existence and properties of
solutions, and how the existence results and the exact properties differ from equation to
equation. Simple, seemingly banal changes in the algebraic structure (the arrangement of +
and —, linearity or nonlinearity) and the analytic structure (what derivatives appear, how
many, where) can lead to profound changes in the behavior of solutions to PDE.

Lawrence C.Evans, in his magisterial graduate-level text Partial Differential Equations,
captures the challenge and the orientation of PDE study quite evocatively:

“There is no general theory concerning the solvability of all partial differ-
ential equations. Such a theory is extremely unlikely to exist, given the
rich variety of physical, geometric, and probabilistic phenomena which can
be modeled by PDE. Instead, research focuses on various particular partial
differential equations that are important for applications within and outside
of mathematics, with the hope that insight from the origins of these PDE
can give clues as to their solutions.”

Peter Olver’s book Introduction to Partial Differential Equations gives the following as a
mission statement for a first undergraduate course in PDE, and I agree with it fully:

“[T]he primary purpose of a course in partial differential equations is to
learn the principal solution techniques and to understand the underlying
mathematical analysis.”

We will focus rather less on deriving PDE from models and physical principles and rather
more on the solution techniques and mathematical analysis—and connections to other classes.
No course is an island, and we will see here why you might want to study things in real and
complex analysis and topology. However, when we do have explicit solutions for a PDE, we
will comment on how their behavior reflects physical reality, or not.

Two of our major tools in this course will be integrals (definite and improper) and fun-
damental results from ODE. We will start by reviewing essential properties of the definite
integral and then applying them to redevelop familiar results from ODE at a more abstract
level (and more rapid pace). Throughout the course, we’ll see that integrals fundamentally
measure and/or extract useful data about functions (and all the cool kids want to be data
scientists these days) and also represent functions in convenient and/or meaningful ways.
You have already seen this in your calculus classes: the number

bia/abf(a:)dx

gives a good measure of the “average value” that the function f takes on the interval [a, b],
while the function

F(z) = /xf(t) dt
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is an antiderivative of f in the sense that F'(x) = f(z). Eventually we will see that integrals

like
[iswia wa ([ w) "

are good measures of “size” for f (that is, they are integral NORMS). We will also find repre-
senting functions via (inverse) Fourier transforms, which are defined via improper integrals,
particularly convenient.

But to get anywhere, we need to be comfortable with how integrals work. I claim that
you only need four properties of integrals in order to get the fundamental theorem of calculus
(FTC), and all of those properties have geometric motivations (there are other motivations,
too, but geometry/area is probably the most universally accessible). For simplicity (and
to annoy the Calc II instructors), I'll write [ Z f most of the time, and we’ll agree that the
dummy variable of integration doesn’t matter:

/abf:/abf(x) dx:/abf(u)du:/abf(s)ds:/abf(t)dt:/abf(fc)d,t‘

That last dummy variable T is the Greek letter “tau.”
Here are those properties (taken from my complex analysis lecture notes).

(J1) First, the integral of a function f: [a,b] € R — R should somehow measure the net
area of the region between the graph of f and the interval [a, b]. Since the most fundamental
area is the area of a rectangle, we should expect

b
/ 1dt=b-—a.

([2) If we divide the region between the graph of f and the interval [a,b] into multiple
components, measure the net area of those components, and add those net areas together,
we should get the total net area of the region between the graph of f and the interval
la,b]. There are many such ways to accomplish this division, but perhaps one of the most
straightforward is to split [a, b] up into two or more subintervals and consider the net areas of
the regions between the graph of f and those subintervals. So, we expect that if a < ¢ < b,

" /acf(t) dt + /be(t) dt — /abf(t) dt.
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([3) If f is nonnegative, the net area of the region between the graph of f and the interval

[a, b] should be the genuine area of the region between the graph of f and the interval [a, 0],
and this should be a positive quantity. So, we expect that if 0 < f(¢) on [a, b], then

oglv@m

(f4) Adding two functions f, g: [a,b] € R — R should “stack” the graphs of f and g on top
of each other. Then the region between the graph of f and the interval [a, b] gets “stacked”
on top of region between the graph of g and the interval [a, b]. Consequently, the net area of
the region between the graph of f + ¢g and the interval [a, b] should just be the sum of these
two areas: )

l%@ﬁ+/ﬂﬂmafww+wﬂ#

£ f(t) +9(t) A f () +9(t)
1 !
_I_ 1 1 E E
S : : : :
: } L : } Lt : } -
~ a b ~ a b ~ a b

Next, multiplying a function f: [a,0] € R — R by a constant o« € R should somehow
“scale” the net area of the region between the graph of f and the interval [a, b] by that factor
a. For example, the area under the graph of 2f over [a, b] should be double the area under
the graph. Consequently, the net area of the region between the graph of af and the interval

[a, b] should be the product
b b
/ af(t) dt = a/ f(t) dt.
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Day 2: Wednesday, August 14.

Here is a more formal and less geometric approach to the integral. Let I C R be an interval
(for the rest of today, I is always an interval). Denote by C(I) the set of all continuous
real-valued functions on I. We should be able to integrate every f € C(I), and we can.

2.1 Theorem. Let I C R be an interval and denote by C(I) the set of all continuous
functions from I to R. There exists a map

/; {(f.a,) | f€C(D), a,be T} — R: (f,a,b)|—>/ f

with the following properties.

(/1) [Constants| Ifa, b € I, then

b
/ 1=0b6-—a.

([2) [Additivity of the domain] If f € C(I) and a, b, ¢ € I, then

frefs=[7

(/3) [Monotonicity] If f € C(I) and a, b € I witha <b and 0 < f(t) for allt € [a,b],

then )
0< / f.

If in particular 0 < f(t) for allt € [a,b] and if a < b, then

O</abf.

([4) [Linearity in the integrand] If f, g € C(I), a, b€ I, and a € R, then

/ab<f+g>=/abf+/abg and /abafza/abf.

b .
The number [ ,J s the DEFINITE INTEGRAL OF f FROM a TO b.
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Properties ( [4) encodes the linearity of the integral as an operator on the integrand with
the limits of integration fixed, while property ( [2) is its ADDITIVITY over subintervals with
the integrand fixed. Property ([3) encodes the idea that a nonnegative function should have
a nonnegative integral, while property (/1) defines the one value of the integral that it most
certainly should have from the point of view of area.

Specifically, we can express the definite integral as a limit of Riemann sums—among them,
the right-endpoint sums:

b  b—a g k(b —a)
LLfZJﬂgzggng+‘—;i)' 21)

That this limit exists is a fundamental result about continuous functions, which we will
not prove. From (2.1) we can prove properties ([1), ([3), and ([4) quite easily. Property

(/2) is not so obvious from (2.1), and in fact this property hinges on expressing [ Z fasa
“limit” of several kinds of Riemann sums, not just the right-endpoint sum. And then there
is still the challenge of ensuring that limits of all sorts of “well-behaved” Riemann sums for
f (including, but not limited to, left and right endpoint and midpoint sums) all converge to
the same number. Moreover, it is plausible that one might want to integrate functions that
are not continuous. (We will eventually have to handle this.)

2.2 Problem (x). Let I C R be an interval and f, g: I — R be continuous. Let a, b,
¢ € I and o € R. Using only Theorem 2.1, prove the following. You should not use the
Riemann sum formula (2.1) at all. The goal is to see how other properties of the integral
follow directly from the essential features of Theorem 2.1.

(i) [Generalization of ([1)] /aba =a(b—a)
G [ r=o
@y [1=-[1

2.3 Problem (Wholly optional, only if you know induction). Use induction to gen-
eralize additivity as follows. Let I C R be an interval and f: I — C be continuous. If

to,...,tn € I, then
tn n tr
[r=>[ s
to k—1 Y thk—1

2.4 Problem. Let I C R be an interval.

(i) Suppose that f, g: I — R are continuous and a, b € R with a < b. If f(t) < g(t) for



Day 2: Wednesday, August 14 9

all t € [a, b], show that

[r<[s (29

(ii) Continue to assume a, b € I with a < b. Prove the TRIANGLE INEQUALITY

/abf é/ab\f!-

[Hint: recall that if x, r € R with r > 0, then —|z| < x < |z| and |z| < r if and only if
—r < x <r. Use this to estimate f(t) in terms of £|f(t)| and then apply part (i).]

(iii) Continue to assume a, b € I with a < b. Suppose that f: I — R is continuous and
there are m, M € R such that m < f(¢t) < M for all ¢ € [a,b]. Show that

m@—a)g/mfgﬂﬂb—w. (2.3)

(iv) Show that if we remove the hypothesis a < b, then the triangle inequality becomes

/:f /ablfl'-

Why is the extra absolute value on the right necessary here?

<

We now have only a handful of results about the definite integral, and yet they are enough
to prove the fundamental theorem of calculus. (Conversely, by themselves, they do not help
us evaluate integrals more complicated than [ ZO‘ for a € C!) This is our first rigorous
verification that an integral gives a meaningful representation of a function. Specifically,
integrals represent antiderivatives.

2.5 Theorem (FTC1). Let f: I — C be continuous and fix a € I. Define

t
F:1—-C: t»—)/ f
Then F is an antiderivative of f on I.

Proof. Fix t € I. We need to show that F' is differentiable at ¢t with F'(t) = f(¢). That is,
we want

lmF@+2—ﬂﬂ:ﬂm

h—0

equivalently,
lim F(t+h)—F(t)—hf(t)
h—0 h

=0.
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We first compute

F(t+h)—F(t)= /t+h f(t) dt — /tf(T) dt

= /aHh f(t) dt+ /ta f(T) dt

= /tHh f(T) dr.

Next,
t+h t+h
R = FOIE+h) — 1 = £ / L du= / £(t) dr.

We then have

Fsn)—FO -0 = [ - [ e[ 50 - i) ¢

Note that this is one instance in which using the variable of integration T clarifies the fact
that ¢ is constant here. It therefore suffices to show that

1 t+h
tim = [ [0 = ()] ax = (2.4)
and we do that in the following lemma. [ |

2.6 Problem. Reread, and maybe rewrite, the preceding proof. Identify explicitly each
property of or result about integrals that was used without reference.

This is a specific instance of a more general phenomenon in manipulating difference quo-
tients and doing “derivatives by definition.” The difference quotient has A in the denominator,
and we are sending h — 0, so the denominator is small. A quotient of the form 1/h with
h =~ 0 is large, and large numbers are problematic in analysis. The limit as h — 0 of
the difference quotient exists because the numerator is sufficiently small compared to the
denominator for the numerator to “cancel out” the effects of that h. In particular, to show

I F(t+h)—F(t)— hf(t)

h—0 h =0,

we want the numerator F'(t + h) — F(t) — hf(t) to be even smaller than the denominator.
The answer to small denominators is smaller numerators.
Below is a proof of (2.5) for completeness; I will not require you to know it.
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2.7 Lemma. Let I CR be an interval and let f: I — C be continuous. Then

}llg%%/t (1) — f(B)] dr=0

foranyt e I.

Proof. We use the squeeze theorem. The triangle inequality implies

)% /tt+h [f(t) = f(t)] dr| < |—}1L|]t+h—h| max |f((1=s)t+s(t+h))—f(t)| = max | f(t+sh)—f(t)].
We now need to show that
lim max |f(t + sh) — f(t)] = 0.
This will involve the definition of continuity.
Let € > 0, so our goal is to find 6 > 0 such that if 0 < |h| <, then
max |f(t+ sh) — f(t)| <e. (2.5)

0<s<1

Since f is continuous at ¢, there is § > 0 such that if |t — 1| < J, then |f(T) — f(t)| < e
Suppose 0 < |h| < §. Then if 0 < s < 1, we have

(¢ + sh) — t| = |sh| < |B] <3,

thus (2.5) holds. [

2.8 Problem. Prove that the left limit in (2.5) holds. What specific changes are needed
when h < 07

With FTC1, we can prove a second version that facilitates the computation of integrals
via antiderivatives, but first we need to review the mean value theorem.

2.9 Theorem (Mean value). Let a, b € R with a < b and let f: [a,b] = R be continuous
with f differentiable on (a,b). Then there is ¢ € (a,b) such that

fb) = fla) _
2.10 Problem. (i) Let I C R be an interval. Suppose that f: I — R is differentiable
with f'(t) = 0 for all ¢ € I. Show that f is constant on I. [Hint: fix to € I and let
t € I'\{to}. Assuming thatt > ty, use the mean value theorem to express the difference
quotient (f(t) — f(to))/(t —to) as a deriwative, which must be 0. What happens if t < to?|

(ii) Give an example of a function f defined on the set [—1, 1]\ {0} that is differentiable



Day 2: Wednesday, August 14 12

with f/(¢) = 0 for all ¢ but f is not constant. [Hint: go piecewise.|

2.11 Corollary (FTC2). Let I C R be an interval and let f: I — C be continuous. If F
s any antiderivative of f on I, then

[ r=r0)-F@

foralla, bel.

Proof. Let G(t f f, so G is an antiderivative of f by FTCl. Put H =G —F,soh' =0
on I. Since I is an interval, the mean value theorem mplies that H is constant. The most
important inputs here are a and b, so we note that H(a) = H(b), and so

But G(a f f =0, so this rearranges to

and G(b):fl;f. |

The fundamental theorems of calculus are, of course, the keys to both substitution and
integration by parts, two of the most general techniques for evaluating integrals in terms of
simpler functions Recall that substitution involves turning the more complicated integral
f flp ) dt into the simpler integral f ol (u) du. For this to make sense, the function
% should be deﬁned and continuous on an 1nterva1 containing a and b, and f should be
defined and continuous on an interval containing ¢(a) and ¢(b). But the first integrand
should be continuous on I, and that requires ¢’ to be continuous on I.

2.12 Definition. Let I C R be an interval. A function p: I — R is CONTINUOUSLY
DIFFERENTIABLE if ¢ is differentiable on I (and thus continuous itself on I) and if also
' 1s continuous on I. We denote the set of all continuously differentiable functions on I

by C*(I).

2.13 Theorem (Substitution). Let I, J C R be intervals with a, b € I. Let ¢ € C*(I)
and f € C(J) with ¢(t) € J for allt € I. Then

b ©(b)
/ Fopd= | 1

¢(a)

Proof. We use FTC2. Let F' be any antiderivative of f on J (say F(T) = f;(a)f). The
chain rule implies that F' o ¢ is an antiderivative of (f o ¢)¢; indeed,

(Fop) =(Fop)y =(fop)y
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Then FTC2 implies both

»(b) b
. f=F(pb)) — F(p(a)) and / (fop)p' = (Fop)(a) = (Fop)b)
These differences are equal. [

Day 3: Friday, August 16.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Pages 4-6 review first-order linear ODE via integrating factors. This is not the method
that we used in class, and I don’t think it will be very helpful when we want to apply
these ODE techniques to PDE. You might try redoing the textbook’s examples with
variation of parameters.

A recurring theme of our subsequent applications of integrals will be that we are trying
to estimate or control some kind of difference (this is roughly 90% of analysis), and it turns
out to be possible to rewrite that difference in a tractable way by introducing an integral.
It may be possible to manipulate further terms under consideration by rewriting them as
integrals, too. The fundamental identity that we will use in the future is (3.1) below.

3.1 Example. FTC2 allows us to rewrite a functional difference as an integral. When we
incorporate substitution, we can get a very simple formula for that difference. Suppose
that I C R is an interval, f € C'(I), and a, b € I. Then

-5 =[ 1

We will reverse engineer substitution and make the limits of integration simpler and the
integrand more complicated. (This turns out to be a good idea.)

Define

e: [0,1] > R:t— (1 —tha+thb=a+ (b—a)t.

Then ¢(0) = a, ¢(1) =b, and a < ¢(t) < bfor all t if a < b, and otherwise b < p(t) < a for
all ¢ if b < a. (Here is a proof of the first case, assuming a < b. Then b —a > 0 and ¢t > 0,
so (b—a)t >0, thus a < a+ (b—a)t. But also (1 —t)a < (1—t)bsince 1 —¢t > 0 and a < b,
thus (1 —t)a +tb < (1 —t)b+tb =0b.) In other words, we think of ¢ as “parametrizing”
the line segment between the points a and b on the real line.

Substitution implies

ff=A7wwwmﬁ,

and we calculate ¢'(t) = b — a. Thus

/abf’:(b—a)/olf’(a+(b—a)t) dt.
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In conclusion, if f € C*(I) and a, b € I, then

f(b) — fla) = (b— a)/o f'(a+ (b—a)t) dt. (3.1)

This represents explicitly how f(b) — f(a) depends on the quantity b — a; if we know how
to control f’ (maybe f’ is bounded on an interval containing @ and b), then we have an
estimate for the size of f(b) — f(a) in terms of b —a. While the mean value theorem would
allow us to rewrite (f(b) — f(a))/(b— a) in terms of f’, that result is existential and not
nearly as explicit as (3.1).

3.2 Problem. Prove the following variant of Example 3.1: if I C R is an interval, f €
C'(I), and t, t + h € I, then

ft+h)—f(t) = h/o1 f(t+ th) dr.

3.3 Problem. Suppose that f: R — R is continuous and p-PERIODIC for some p € R, in
the sense that f(t + p) = f(t) for all t € R. Then the integral of f over any interval of

length p is the same:
a+p P
L=k
a 0

for all @ € R. Give two proofs of this identity as follows.

(i) Define
a-+p
F:R—R:a~— / f

and use FTC1 and the p-periodicity of f to show that F'(a) = 0 for all a. Since F is also
defined on an interval (the interval here is R), F' must be constant.

o e[ )

Then substitute u =t — p to show

[ [ s

(ii) First explain why

and use the p-periodicity of f.
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3.4 Problem (Integration by parts). Let I C R be an interval and f, g € C*(I) and a,
b € I. Prove that

/ 14 = F(B)g(b) — fla)g(a) - / f'g. (3.2)

int: this is equivalent to an identity for g+ fqg') and that integrand is a perfec
Hint: this is equivalent to an identit “(f ') and that integrand i t
derivative by the product rule.|

3.5 Problem. Suppose that f, f/, and f” are continuous on R; we might say f € C*(R).
Suppose also that f'(0) = 0 and there is M > 0 such that

\f”(t)\ < M for all t € R.

Show that
|f(z) = f(y)| < M (|| + |y]) |z — yl.

By considering the special case f(z) = 2%, explain why we might call this a “difference of
squares” estimate. [Hint: use Ezample 3.1 to rewrite the difference f(x)—f(y) as an integral
involving ' and expose the factor x—y. That is, f(z)—f(y) = (x—y)Z(x,y), where Z(z,y)
represents this integral. Since f'(0) = 0, we have Z(x,y) = Z(z,y) — (v — y)f(l)f’(O) dt
Rewrite this difference as an integral from 0 to 1 of some integrand (which involves f') and
apply Example 3.1 again to that integrand so that, in the end, Z(x,y) is a double integral
involving "]

We have now built enough machinery to study elementary ODE, all of which will reappear
in our study of genuine PDE. It will We proceed through three kinds of first-order problems—
specifically, all are initial value problems (IVP).

The first is the DIRECT INTEGRATION problem

y = f(t)
{?J(O) = Yo- (3.3)

Here f € C(I) is a given function and yy € R. Also, I C R is an interval with 0 € I.
The goal is to find a differentiable function y on I such that y'(t) = f(¢) for all t € I. (In
general, when solving an ODE, one wants a differentiable function y defined on an interval
that “makes the ODE true” when values from that interval are substituted in. Also, the
domain of a solution should be an interval to reflect the physical ideal that time should be
“unbroken”™—and because it makes things nice mathematically. In particular, the interval
should contain 0 so that we can evaluate y(0) and find y(0) = yo. Last, the derivative
should be continuous to reflect the physical ideal that the rates of change do not vary too
much—and because it makes things nice mathematically.)

We work backwards. Assume that the problem has a solution y, so y'(t) = f(¢) for all
t € I. For t € I fixed, integrate both sides of this equality from 0 to ¢ to find

/Oty’('t) dt = /Otf('r) dr.
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Be very careful to change the variable of integration from ¢ to T (or anything other than t),
since t is now in the limit of integration. We cannot do anything more for the integral on
the right, but on the left FTC2 gives

That is,
¢
o)== [ 100 e
0
and so

yuwwm+Awan

Thus if y solves the IVP (3.3), then y has the form above. This is a uniqueness result:
the only possible solution is this one. But is this really a solution? We check

t
40 =% i+ [ 160 ae] = 100
by FTC1 and
0
y(0) zyo+/ f(t) dt=1yo+0=yo.
0

Yes.
We write this up formally.

3.6 Theorem. Let I C R be an interval with 0 € I, let f € C(I), and let yo € R. The only

solution to
y = f(t)
y(O) =Y

mw:%+lVMdv

18

3.7 Example. To solve

y/ _ €7t2
y(0) =0,

¢ ¢
y(t) =0 —I—/ e dt = / e dr.
0 0

We stop here, because we cannot evaluate this integral in terms of “elementary functions.”
(Long ago with times tables, working with ¢* was hard; then that got easier, but we got
older and wiser and sadder and took trig, and working with sin(¢) was hard. Now we are
even older, and by the end of the course, working with [ é f () dt should feel just as natural

we integrate:



Day 3: Friday, August 16 17

as working with any function defined in more “elementary” terms.)

Now we make the ODE more complicated and introduce y-dependence on the left side:
we study the LINEAR FIRST-ORDER problem

{y’ =ay + [(t)

y(0) = vo.

Again, f € C(I) for some interval I C R with 0 € I, and a, yo € R. The function f is
sometimes called the FORCING or DRIVING term. And, again, the expression 3 = ay+ f(¢)
means that we want y to satisfy 3/(t) = ay(t) + f(¢) for all ¢ in the domain of y (which
hopefully will turn out to be I). If a = 0, this reduces to a direct integration problem, and
it would be nice if our final solution formula will respect that.

To motivate our solution approach, we first suppose f = 0 and consider the exponential
growth problem

vy = ay.

Calculus intuition suggests that all solutions have the form y(t) = Ce®, where necessarily
C = y(0) = yo. We will make that intuition rigorous shortly. The valuable, if surprising,
idea that has come down to us through the generations is to replace the constant C' with
an unknown function u and guess that y(t) = wu(t)e™ solves the more general problem
y' = ay + f(t). This is the first appearance of an ANSATZ in this course—that is, we have
made a guess that a solution has a particular form.

Now the goal is to solve for u. Under the ansatz y(t) = u(t)e
product rule,

% we compute, with the

y'(t) =o' (t)e™ + u(t)ae™,
and we substitute that into our ODE ¢ = ay + f(¢). Then we need
o' (t)e™ + u(t)ae™ = au(t)e™ + f(t).

The same term u(t)ae® appears on both sides (this is a hint that we made the right ansatz),
and we subtract it, leaving

u'(t)e™ = f(t).
We solve for things by getting them by themselves, so divide to find
u'(t) = e " f(t).

This is an ODE for u, but it would be nice if it had an initial condition. We know
y(t) = u(t)e and y(0) = yo, 50

That is, v must solve the direct integration problem

{u' =e " f(t)
u(0) = yo,
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and so, from our previous work,

u(t) = yo + /Ot e " f(T) dt.

Returning to the ansatz y(t) = u(t)e”, we have

y(t) = (yo +f S () dT) |

and so we have proved another theorem.

3.8 Theorem. Let f € C(I) for some interval I C R with 0 € I and a, yo € R. Then the

only solution to

f= t
y(0) =yo

18

y(t) = e (yo + /O e (1) dr) . (3.5)

Is it?

3.9 Problem. (i) Check that the function y in (3.5) actually solves (3.4). (Does y satisfy
y'(t) = ay(t) + f(¢t) for all ¢ in some interval containing 07 Do we have y(0) = yo? Is ¢/
continuous?)

(ii) Check that we recover the direct integration result of Theorem 3.6 from Theorem 3.8
when a = 0.

By the way, the ODE 3 = ay + f(t) is sometimes more precisely called a FIRST-ORDER
CONSTANT COEFFICIENT LINEAR ODE. It is constant-coefficient because the coefficient
a on y is a constant real number. This ODE is HOMOGENEOUS if f(¢) = 0 for all ¢
and otherwise NONHOMOGENEOUS. The uniqueness part of Theorem 3.8 proves that all
solutions to 3 = ay have the form y(t) = y(0)e™. Sometimes this is established with
separation of variables, which we will consider shortly.

3.10 Example. We study

y =2y+3e "

y(0) =1,

and rather than just use the formula from (3.5), we repeat the “variation of parameters”
argument with the concrete data at hand. The corresponding homogeneous problem is
y' = 2y, which has the solutions y(t) = Ce*, and so we guess that our nonhomogeneous
problem has the solution y(t) = u(t)e*. Substituting this into both sides of the ODE, we
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want
u'(t)e* 4 u(t)(2e*) = 2u(t)e* + 3e™*,
thus
u'(t)e? = 3e,
and so

u'(t) = 3e™%.
With the initial condition u(0) = y(0) = 1, this is the direct integration problem

—6t

u = 3e
u(0) =1,

36—6’[

w

and the solution to that is

= 3e76 — 3

t
u(t)zl—i—/ 3¢ dr=1+
0

Thus the solution to the original IVP is

Day 4: Monday, August 19.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Pages 2-3 review separation of variables for ODE.

Our experience with ODE in general, and our concrete work with the linear problem,
tell us that initial conditions should determine solutions uniquely. But sometimes in both
ODE and PDE, one is less concerned with the initial state of the solution and more with
its behavior at a “boundary.” For example, what is the long-time asymptotic behavior of a
solution? Does it have a limit at infinity, or does it settle down into some coherent shape?
Here is one toy problem of how boundary behavior determines the solution.

4.1 Example. Let f € C(R) and a € R. We know that all solutions to
Y =ay+ f(t)

have the form .
y(t) = e (y(O) +/ e " f(T) d’l‘) : (4.1)
0
What, if any, choices for the initial condition y(0) guarantee

lim y(t) =07
t—00
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We consider some cases on a, starting with the easiest a = 0. Here

()=o) + | () d.

SO0 we want

lim (y(()) + /0 e dT) 0.

lim /Otf(’t) dt = /OOO f(7) dt,

t—o00

Since

this suggests
w0 =~ [ s
0

This both specifies the value of (0) and adds an additional constraint into our problem:
f must be improperly integrable on [0, 00). With this choice of y(0), we have

o= [ s s [ ae=- [" e

and we expect from calculus that

tlgglo/t f(t) dt=0.

Now we consider the case @ > 0. From (4.1), we note that our solution is the product
of two functions, one of which blows up as t — oo (since lim;_,, € = co for a > 0). We
probably want the other factor in the product to tend to 0 as ¢ — oo; if that factor limited,
say, to a nonzero constant, then the whole limit would be oo times that constant, which
would definitely not be 0. Indeed, we can see this using the definition of limit: if we assume
limy o y(t) = 0, then there is M > 0 such that if ¢ > M, then |y(t)| < 1. With y given by

(4.1), we find
S e—at'

y(0) + / e f(7) dr

Since a > 0, this inequality and the squeeze theorem imply

lim (y(O) + /0 " i) dT) 0,

and thus
y(0) = —/ e f(r)drt and y(t) = —e“t/ e f(7) dt.
0 t
This directly generalizes the case of a = 0. In fact, we get a little more freedom here, in

that for a > 0, it is easier for ["e " f(T) dt to exist (see below).
We leave the case a < 0 as a (possibly surprising) exercise.
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4.2 Problem. Suppose that y solves y' = ay + f(t) with a < 0 and lim; ., y(t) = 0. As
in the previous example, there is M > 0 such that for all ¢t > M, we have

< e—at

‘y(O) + /Ot e f(1) dt

However, since —a > 0, this does not imply any convergence of the integral term to y(0).
Consider the concrete problem

y = 2y + 3e”".

Show that every solution to this problem satisfies lim; . (¢) = 0, and thus the boundary
condition is of no help in specifying the initial condition.

4.3 Problem. We clarify a remark from the previous example about improper integrals.
In the following, let a > 0.

(i) Suppose that f € C(R) is absolutely integrable on [0, c0); that is,

[ is=gm 17

converges. Show that ['e™"f(t) dt converges as well.
(ii) Suppose that f € C(R) is bounded on [0, 00); that is, there is M > 0 such that
[f@ <M

for all t > 0. Show that fgoe*“Tf(T) drt still converges. Give an example to show that f
need not be absolutely integrable on [0, c0).

Now we move to SEPARABLE ODE. Before defining and solving this kind of ODE in
general, we do a pedestrian, but illustrative, example.

Y = 1
y(0) = vo.
If yo = 0, then we can take y(¢t) = 0 for all ¢ to get a solution; indeed, 3'(f) = 0 and

(y(t))? = 0> = 0 for all ¢.
Otherwise, suppose yg # 0. We expect that y # 0, so we can divide to find

4.4 Example. We study
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This is a time when Leibniz notation is more evocative. Write
dy 1
dty?

pretend that dy and dt are parts of a fraction, and separate variables:

@y _

dt.
Y2

Slap (...indefinite. . .) integrals on both sides to get

dy
/E:/“

and antidifferentiate to find

1
——=t+4+C.
Y
Solve for y:
()=~
N=Te
Last, solve for C: we want y(0) = yg, so
1 JR—
o+c "
and then .
C=——.
Yo
Since o # 0, we have no qualms about division here. All together,
1 1
y(t) = — =
t— l Yo bt
Yo

Recalling that a formula alone is not sufficient to describe a function, we also establish
the domain of this solution. As a formula alone, y above is defined on R\ {y;'}, but that
is not an interval. Remember that we want the domain of the solution to this IVP to be an
interval containing 0. The largest intervals in R\ {y; '} (go big or go home) are (—oo,y; ')
and (y, ', 00). Which interval we use depends on whether yo < 0 or yo > 0; if 39 < 0, then
Yo' <0, too, 50 0 & (—oo,yy ") but 0 € (y5',00). The reverse holds when gy > 0, and so

there we take the domain to be (—00,7,").

Both situations illustrate a “blow-up in finite time.” If we send ¢ to the boundary of
the domain, then the solution explodes to +0c0. For example, when g, > 0, the solution is

defined on (—o0,y, '), and we have

1
lim y(t)= lim = 00.

(5 1)~ o)~ Yo —

Note that here we are only using the limit from the left.
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Now we generalize this work substantially. Let f and g be continuous functions (quite
possibly on different subintervals of R), and consider the IVP

y' = f(t)g(t)
y(0) = yo.

If g(yo) = 0, then we claim that y(t) = yo is a solution to this IVP, which we call an

EQUILIBRIUM SOLUTION.

4.5 Problem. Prove that.

Suppose that g(yo) # 0. Since g is continuous, for y “close to” yo, we have g(y) # 0. In
fact, g(y) is either positive for all y close to yo or negative for all y close to yo.

Now we work backward. Assume that y solves this IVP with ¢(yo) # 0. Since y is
continuous and y(0) = yo, for ¢ close to 0, we have y(t) close to yo, and thus g(y(t)) # 0. We
can then divide to find that for ¢ close to 0, y must also satisfy

y(t)
O AL

This is the heart of separation of variables: division. And division is only possible when the
denominator is nonzero. We integrate both sides from 0 to ¢, still keeping ¢ close to 0:

t y'('t) _ t .
/0 c) dT—/O f(7) dt. (4.2)

There is not much more that we can say about the integral on the right, but on the left
we take the composition g o y as a hint to substitute u = y(t). This yields

t y’(T) B y(t)d_u_ y(t)d_u
/O 9(y(1)) dr= /y(O) g(u) n /yo g(u) (4.3)

Combining (4.2) and (4.3), we conclude that if y solves the separable IVP with yy # 0, then
for ¢ sufficiently close to 0, we have

/y:(t) % = /Otf(’t) dt.

We rewrite this one more time. Put

H(y,t) = /yj%—/otf(w) dr.

Here the domain of H is all y such that g(u) # 0 for u between yo and y and all ¢ such that
f is defined between 0 and ¢t. Thus if y solves the separable IVP with yo # 0, then for ¢
sufficiently close to 0, we have

H(y(t),t) = 0.
This is an IMPLICIT EQUATION for y.
It would be nice if we could reverse our logic and conclude that if H(y(t),t) = 0, then y
solves the separable IVP. More generally, why should we be able to solve H(y,t) = 07 That
we can is the content of the following problem.
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4.6 Problem. The IMPLICT FUNCTION THEOREM says the following. Let a, b, ¢ € R
with @ < b and ¢ > 0. Let H be defined on D := {(y,t) € R? | a<y<b, |t| < c}, and
suppose that the partial derivatives H, and H; exist and are continuous on D. Suppose
that H(yo,0) = 0 for some yy € (a,b) with Hy(yo,0) # 0. Then there exist d, € > 0 and a
continuously differentiable function Y': (—9,0) — (yo — €, yo + €) such that H(y,t) = 0 for
[t] < ¢ and |y — yo| < € if and only if y = Y (¢). In particular, Y (0) = yo.

We use the implicit function theorem to prove the existence of solutions to separable
IVP.

(i) For practice, consider H(y,t) := y*> + > — 1. Check that H(1,0) =0 and H,(1,0) # 0
and conclude that H(Y (t),t) = 0 for some function Y defined on a subinterval (—d,J).
Then do algebra and find an explicit formula for Y.

(ii) In this part and the following, consider the separable problem

{yzf@ww
y(O) = Yo,

where ¢ is continuous on (a, b), f is continuous on (—c,c), and yo € (a,b) with g(yo) # 0.
Without loss of generality, we will assume ¢(y) > 0 for y € (a,b). Our goal is to solve the

implicit equation
Y du ¢
Hy,t ::/ ——/ f(r)dt=0
V= 9@y

First check that H(yo,0) = 0 and Hy,(yo,0) # 0, and obtain the existence of a function ¥
meeting the conclusions of the implicit function theorem with Y (0) = 1. (In particular, we

get Y(0) = yo.)

(iii) Now we show that Y solves the original ODE. Differentiate the identity H(Y (¢),t) =0
with respect to ¢, use the multivariable chain rule and FTC1, and conclude that Y’ =

f)g(Y).

(iv) It turns out that just from H (Y (0),0) = 0 we can obtain Y'(0) = yo, even without the
implicit function theorem. To see this, use properties of integrals to show that H(Y (0),0) =

0 implies
Y(0) g4
/ oy
w 9

Suppose that Y(0) # yo and use the monotonicity of the integral and the fact that g(u) > 0
for u between yy and Y (0) to obtain a contradiction.
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Day 5: Wednesday, August 21.

Material from Basic Partial Differential Equations by Bleecker & Csordas

There are many examples of second-order constant-coefficient linear ODE on pp. 6-13.
Example 8, while worth reading, is probably more complicated than any problem that
we will encounter at this level for some time. (If we need variation of parameters for
second-order problems, we will review it later.)

We do one more separable ODE to illustrate the utility of definite integrals.

5.1 Example. We know full well that the solution to the exponential growth problem

y' =ry
y(0) = yo
is y(t) = yoe'*. (Here r € R is a fixed parameter.) Suppose we did not know this from
calculus. How would we see it at the level of separation of variables?
If yo = 0, then y(t) = 0 is the equilibrium solution, so assume yo # 0. Working
backwards, if y solves this IVP, then since y(t) = yo # 0, we have y(t) # 0 for ¢t ~ 0. More

precisely—and this will be important later—either y(¢) > 0 for t ~ 0 or y(¢) < 0 for ¢t ~ 0.
We divide to find

and integrate, for ¢ ~ 0, to find

We substitute u = y(T) on the left:

[ e /(()) i /y:(t) % gyl - mgonh =1 (|22)).

Here we are using the notion that the natural logarithm is the integral

t

d
()= [ &

1T

We obtain
In ('@ ) =rt
Yo
and exponentiate to find
0 e
Yo
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ly(t)| = [yole™. (5.1)

At this point our algebraic (and ODE) experience would tell us y(t) = +yoe™, and then
we would handwave the + away. However, we can be more precise.

Recall that we are assuming yo # 0, so either yo > 0 or yo < 0. If yo > 0, when ¢ =~ 0,
we have y(t) > 0, too. Then |y(t)| = y(t) and |yo| = yo, 5o (5.1) becomes y(t) = yoe'™. If
yo < 0, when ¢ ~ 0, we have y(t) < 0, too. Then |y(t)| = —y(t) and yo = —yo, so (5.1)
becomes —y(t) = —yoe™, thus y(t) = yoe".

The moral of the story is that using definite integrals and initial values cuts down on
much of the nonsense of the constant of integration and the absolute value manipulations
that appear in a first ODE course when separating variables for this problem.

The final kind of ODE that we need to review for this course is the second-order constant-
coefficient linear problem, which reads

ay” +by' +cy = f(t),

with a, b, ¢ € R, a # 0 (so that the problem is genuinely second-order), and f continuous on
some interval containing 0. We largely focus here on the homogeneous case of f = 0. Then
one studies the CHARACTERISTIC EQUATION

arX?+ b\ +c=0

and develops solution patterns based on the root structure. They are the following.

Root structure Solution pattern

Two distinct real roots \; # Ag y(t) = creMt + coe?t

One repeated real root Ao y(t) = c1e™ + cyte?

Two complex conjugate roots ae £ i (8 # 0) | y(t) = €™ (c1 cos(Bt) + cosin(St))

That any of these solution patterns actually works can be checked by directly substituting
it into the ODE and using the structure of a, b, and ¢ that results from the root pattern.
(For example, in the repeated real root case one has b* — 4ac = 0, thus ¢ = b*/4a, and also
Ao = —b/2.) The proof that all solutions fall into these patterns is more involved and we
do not pursue it, outside of some special cases that illustrate “energy” methods that will
subsequently be useful. Instead, we do some canonical examples.

5.2 Example. (i) The characteristic equation of 3" —y = 0 is A* — 1 = 0. Factoring the
difference of perfect squares, we have A = +1. These are distinct real roots, so all solutions
are y(t) = cie’ + coe .

(ii) The characteristic equation of " = 0 is A* = 0, so A = 0. This is a repeated real root,
so all solutions are y(t) = c1e” + cpte™ = ¢1 + cot. (Of course, we could directly integrate
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twice to get the same result.)

(iii) The characteristic equation of 4’ +y = 0is A +1 =0, so A> = —1 and thus A = =4i.
These are complex conjugate roots with a = 0 (which is certainly allowed) and § = 1. All
solutions are y(t) = € (cy cos(t) + casin(t)) = ¢; cos(t) + co sin(t).

Now we show uniqueness of solutions to an IVP in a special form. The result is unsur-
prising; the key trick will be useful. Suppose that v and v both solve the IVP

y' 4+ Ny = f(t)
y(0) = yo
y'(0) =n
for A # 0, yo, y1 € R, and some function f. (That is, taking y = u and y = v produces

equalities throughout the IVP.) Set z(t) := u(t) — v(¢). We will show that z(t) = 0 for all ¢,
which forces u = v.

5.3 Problem. Use the linearity of the IVP to show that z satisfies

24+ X%2=0
2(0) =0
Z'(0) = 0.

Now here is the trick: multiply both sides of 2” + A\?2 = 0 by 2’ to get
2" 4 N2 = 0. (5.2)

A moment’s calculation gives
Oi[2?] = 227

by the chain rule, thus
2
O [%} = z7'. (5.3)

Likewise,

SO

We combine (5.2), (5.3), and (5.4) to find
()" + A%2% =0,

so the function (2')* + A*2? is constant. We know its value at precisely one point: t = 0.
Thus

(2'()* + X*(2(1)* = (£'(0))* + X*(2(0))* = 0
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for all ¢, since 2'(0) = 2(0) = 0 by Problem 5.3.
Now here is another trick: if a, b € R, then

0<a?®<a®+0v2
So if a® + b* = 0, then
0<a*<0,

and so a® = 0, thus @ = 0. With a = \2(¢) and b = 2/(t), we find \z(t) = 0 for all ¢, and
since A # 0, this gives z(t) = 0 for all ¢, as desired.

5.4 Problem. Generalize the preceding work as follows. Let V € C*(R) with V(r) > 0 for
all 7 # 0, V(0) = 0, and V'(0) = 0. Show that the only solution to the IVP

v+ V() =0
y(0) =0
y'(0) =0

is y = 0. [Hint: for existence, be sure to explain why y = 0 is actually a solution. For
uniqueness, suppose that y solves the IVP, multiply by v/, and obtain that (y')*/2 + V(y)
is constant. What is its value? What does that tell you about V(y)?|

5.5 Problem. Let \ # 0. This problem connects solutions to y” + A%y = 0 and 4" — X%y = 0
via hyperbolic trig functions.

(i) Show that the only solution to the IVP

y// + A2y — O
y(O) =%
?/,(O) =

is
y(t) = yo cos(At) + % sin(At).

For t fixed, what is limy o y(¢)? [Hint: L’Hospital’s rule will be helpful.] Compare this to
part (ii) of Example 5.2.
(ii) The HYPERBOLIC SINE AND COSINE, respectively, are

t_ ot t —t
‘ 26 and  cosh(t) := ‘ +2€

Show that the only solution to the IVP

sinh(t) :=

y// . )\2y =0
y(0) = yo
Z//(O) =W
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1S
y(t) = yo cosh(At) + % sinh(At).

[Hint: suppose that u and v solve this IVP and define w(t) := u(t/\) —v(t/\). Show that
w” —w = 0 with w(0) = w'(0) = 0. Show next that (W' +w) = w'+w, sow' (t)+w(t) = Ce’
for some constant C. Take t = 0 to conclude C =0, so w' = —w. Thus w(t) = Ke™" for
some constant K; take t = 0 again to conclude K = 0.] For t fixed, what is limy_,o y(¢)?
Again, compare this to part (ii) of Example 5.2.
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Material from Basic Partial Differential Equations by Bleecker & Csordas

Section 1.2 contains a variety of PDE that are, more or less, really ODE (or that can be
solved with ODE ideas and no fancy new PDE ones). Examples 1 through 6 are worth
reading and attempting; pay no attention to the “general” vs. “generic” distinction
for solutions. Pages 48-50 focus specifically on PDE that are ODE. A version of the
transport equation is derived on pp. 85-86 under “An application to gas flow.”

We are finally ready to study some PDE, although the first few will be artificial PDE
that are really ODE. We begin with a convention.

6.1 Undefinition. A function u is a SOLUTION to a PDE if u solves that PDE at each
point in its domain and if every partial derivative of u up to the highest-order derivative in
the PDFE exists and 1s continuous.

We will solve the PDE
U = 0
in a moment, with u = u(x,t). The partial derivatives u; and u, must exist and be continu-
ous; even though u, does not appear in the PDE, we still require its existence and continuity.
Similarly, a solution u = u(x,t) to the heat equation

Ut = Ugy

must have continuous partial derivatives u;, u,, Uy, Upz, Uz, and ug,, even though only two
of these actually appear in the PDE. (Recall that since the mixed partials are continuous,
they are equal: uz; = uy,.)

Here are some examples in which we use ODE techniques. The major change is that initial
data will now be functions, and we will have to consider the regularity of those functions.

6.2 Example. If u = u(xz,t) satisfies u; = 0, then we think that u is constant in ¢, so u
should be a function of x alone, maybe u(x,t) = f(z). Indeed, J[f(x)] = 0. We might see



30

Day 6: Friday, August 23

this at the level of integrals: since w(x,t) = 0 for all ¢, we have

0= /o ui(x,T) dt = u(z,t) — u(z,0),

thus

u(z,t) = u(z,0),
and u “ignores” the contribution of t. This, however, neglects the domain of u; the integral
calculation is valid if u is defined on the interval containing 0 and ¢, but what if it is not?

6.3 Problem. Draw the set
D:={(z,t) eR* |+t <lor (z—3)>+¢ <1}

and construct a function w on D that solves u; = 0 with u not constant in ¢.

6.4 Example. Cautioned by that domain problem, we solve

Uy = U, —00 < T, t <00
u(z,0) = f(z), —o0 < x < 0.

This is really a “family” of ODE “indexed” by x; for each z, we want to solve

ug(z,t) = u(z,t), —oo <t < o0
u(z,0) = f(z)
Of course this is the same as
y =
{y(()) = Yo,

and so our solution to the PDE is
u(x,t) = f(x)e'.

Since u, must exist and be continuous, we want f € C'(R). Thus we need to be more
careful and restrictive with the initial data for a PDE than we were for an ODE.

6.5 Example. We solve
U + T2u =0 —oo <z, t<oo

u(z,0) = f(z), —o0o < x < o0
u(z,0) = g(z), —oo < x < 0.

When z = 0, this is effectively the ODE ¢” = 0, and we can solve that via direct integration.
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That is, for z = 0, we have
u(0,1) = g(0)t + f(0).
For x # 0, we can use Problem 5.5 (with = playing the role of ) to write

sin(xt) .

u(z, 1) = () cos(at) + ()
Of course, we want
lim u(z,t) = u(0,1),
z—0
and Problem 5.5 assures us that that is true. Finally, we need f, g € C*(R) because we
want u,, to exist and be continuous.

These PDE were really ODE because derivatives with respect to only one variable ap-
peared in them. Now we derive from (nebulous) physical principles our first genuine PDE.

Consider a substance that moves or flows along an infinite path parallel to a horizontal
line—maybe a pollutant moving through a stream, maybe cars along a road, maybe gas
through a pipe. We think of the path as the real line R = (—o00, 00). The substance enters
the path from “far away” on the left and flows to the right; once on the path, the substance
does not leave the path, and there are no other sources for the substance along the path. (If
the path is a road and the substance is cars, there are no on or off ramps.)

Suppose that we measure position along this path by the variable x, and let u(z,t) be
the density of the substance at position z and time ¢. Usually density = mass/volume, but
this may feel strange—how can there be volume at a single point in space? We will adopt
the one-dimensional point of view that u measures density via the approximation

the amount of the substance between points x — h and x + h on the path at time ¢
2h

u(x,t) ~

when A > 0 is small.
Let a < b. A Riemann sum argument suggests that the amount of the substance between
position a and position b on the path is

b
/ u(z,t) dx,

and we will take this as the definition of “amount.”

6.6 Remark. Here is that argument. Divide the interval |a,b] into the n subintervals
[k, Tpi1] for k=0,...,n—1 with

T i=a+ (b_&) k.
n

For x) < x < xp41, we have u(x,t) = u(zy,t) if n is large and the subinterval is small
(and if u is continuous).

u(zg,t) amount of substance

X (xp41 — xg) length = u(xy, t) (x4 — x) amount.

unit length
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So, over all of |a,b], there is approximately

n

Zu(l’k, t)(xr41 — 1) amount,
k=0

and this is a Riemann sum for the integral fl;u(x,t) dx.

Thus the rate of change of the amount of the substance between positions a and b at time

o[ ater ]

Without knowing w, this is not a very helpful quantity, but the following is true. For a
“sufficiently nice” function u, we have

o, [ / ) dx} - / ’ walet) dr. (6.1)

This equality is called “differentiating under the integral,” and it will be a hugely useful
technique for us in the future. We will revisit it and discuss it at length. For now, just
assume that it is valid.

A partial derivative has entered the stage, and we should be happy. But we have nothing
to compare this partial derivative to, no equality, and so we do not yet have a PDE. We
therefore introduce something new: let ¢(x,t) be the rate of change of the amount of this
substance at position x and time t. We call ¢ the FLUX of this substance. This, too, is
a little change: is the substance zero-dimensional so that it can exist at a single point in
space? We adopt another one-dimensional point of view: ¢ measures this rate of change if

(2,1) the amount of substance that passes through point = between times ¢t — k and ¢ + &
qQz,t) ~
2k

for k > 0.

Consider any “interval” [a, b] on the path. The substance enters the interval at position
a with rate ¢(a,t) and leaves the interval at position b with rate ¢(b,t). Remember that the
substance is not added to or removed from the path at all, so entering from the left and
leaving from the right is the only way that the amount of the substance in [a, b] can change.
Thus the rate of change of the amount of the substance in [a, ] is “rate in minus rate out”
(a good paradigm for population models in ODE!), and so that rate is

q(a,t) —q(bt) = —/ o (2, 1) dz.

Here we have rewritten the difference as an integral (a good trick!) to make things consonant
with our previous calculation of the rate of change in (6.1). That is,

b b
/ u(z,t) de = —/ qz(z,t) dx,
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and so
/ [uy(z,t) + gu(z,1)] dz = 0. (6.2)

Now here is a marvelous fact about integrals.

6.7 Problem. Let I C R be an interval and let g € C(I) such that

b
Jo=0

for all a, b € I with a < b. Prove that g(z) = 0 for all x € I. [Hint: fir a € I and let
G(x) = fig What do you know about G'? Calculate it in two ways.]

We combine this result and the fact that a and b were arbitrary to conclude from (6.2)
that
ur(z,t) + gz (z,t) =0

for all x and ¢. This is good, because it is an equation, and a PDE at that, but not so good in
that we have two quantities (density and flux) and only one equation—not usually a recipe
for success. One way of proceeding is to assume that flux is somehow related to density,
which is not unreasonable—surely the density should somehow affect the rate of change of
the amount of the substance. Perhaps the simplest relation is linear: assume

q(z,t) = cu(z,1)
for some constant c¢. Then u must satisfy
us + cu, = 0.

This is (one version of) the TRANSPORT EQUATION, and we will study it in detail.

Day 7: Monday, August 26.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Pages 5867 treat the somewhat broader problem a,z + bu; + cu = f(x,t). We will
work our way up to this full problem. The book also has a slightly different approach
via the early introduction of characteristic curves (which we will meet later when we
allow the coefficients a, b, and ¢ to depend on space and/or time). Reading pp. 58-61
(stopping with Example 1) and comparing it to our approach below is a worthwhile
exercise.

We solve the transport equation with ¢ = 1 and claim that from this solution we can
obtain all solutions to the more general problem with ¢ # 1. We defer the study of this claim
until later.
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So, consider the problem

u(z,0) = f(x).

To avoid irrelevant strangeness with the domain, we are looking for solutions defined on all
of R%. The key to success here is to recognize the presence of some hidden coefficients:

{ut—l—ux:O, -0 <z, t<oo

g+ up = (1-ug) + (1 ug).

(1 w) + (1) = (Zt) - G) .

The first vector is the gradient of u, Vu = (uy, us), and so we have

7. (1) -0

This dot product is the DIRECTIONAL DERIVATIVE: it measures how fast u is changing
in the direction of the vector (1, 1), and the equality above says that w is really constant in
that direction.

What does this mean? Fix (z,t) € R?. “Moving” through (z,t) in the direction of the
vector (1,1) means moving along the line parametrized by

()

And u should be constant on any such line (as drawn in blue below).

This is really a dot product:

(x +s,t+s)

A

That is, we expect that u(x,t) equals the value of u at any point above in (7.1), for any
choice of s € R. Perhaps we can choose s cleverly and maybe bring in the initial condition.
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We make this more precise. With (z,t) € R? still fixed, we put
v(s) :==u(z + s,t+s)
and compute, via the multivariable chain rule, that
V'(s) = up(x + s, t+8) +u(x+s,t+8)=0
for all s. Thus v is constant. In particular,
u(z,t) = v(0) = v(s)

for any s. We can make the initial condition show up by taking t+s = 0, thus s = —¢. That

’ (e, t) = v(—t) = u(x — t,t — 1) = ulz —t,0) = f(x —b).

We have proved a theorem.

7.1 Theorem. Let f € C*(R) and suppose that u solves

u+u, =0, —co<z, t<o0
u(z,0) = f(z), —o0o <z < 0.

Then
u(z,t) = f(x —1t).

This is a uniqueness result: the only possible solution to the IVP (7.2) is the one above.
But is it really a solution?

7.2 Problem. Check that.

More generally, we claim that the only solution to

{ut +cu, =0
u(z,0) = f(x)

is
u(z,t) = f(x — ct).
That this u is a solution can be checked as in Problem 7.2. (Do that.) That this u is the
only solution still needs proof, which we will provide later.
So, here is our first reason for adoring the transport equation: it is a genuine PDE (that
is not an ODE) and we know all of its solutions. The second reason is that these solutions
respect our physical intuition: it turns out that the initial data f just gets “propagated”™ —

dare we say, “transported’—along the x-axis with “speed” ¢. This is best seen through some
pictures.
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Here is a graph for the initial data f.

1

Say that ¢ > 0 and we consider the solution u at time ¢; > 0. Then u(z,t1) = f(z — cty),
and this graph is just the graph of f “shifted” by ct; units to the right.

u(z,ty) = f(x —cty)
k\
J/ Cllfl

We let time evolve more and the graph gets shifted more.

8

A

8

A

u(z, ty) = fx — ct)

8

What we are really seeing here is the structure of a “traveling wave”—a fixed profile steadily
translated in the same direction. We will explore the traveling wave structure of solutions
to PDE much more in the future.

7.3 Example. The only solution to
u +3u, =0, —co<x, t <00
u(z,0) = sin(z), —00 < & < 0
is

u(z,t) = sin(x — 3t).

We can take advantage of the diverse, flexible geometry of our domain R? to specify the
behavior of a solution not via an initial condition (i.e., via its behavior on the z-axis) but via
a “side condition” in which we prescribe the solution’s behavior on a one-dimensional curve

in R?.
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7.4 Example. We consider the problem

U+ 3u, =0, —oco <z, t <00
u(s,s) =sin(s), —oo < s < 0.
This prescribes the behavior of u on the line x = t. We know that if u; + 3u, = 0, then

u(z,t) = f(x — 3t), where f(z) = u(x,0). Working backward, if we have a solution with
the side condition, then

sin(s) = u(s,s) = f(s — 3s) = f(—2s).

If we can express f explicitly, then we will know u. Here is where some algebraic trickery
helps: put ¢ = —2s, so s = —0/2. Then

f(=28) = f(0) =sin (=2 ) = —sin (2 ),

Then we expect that the solution is

u(z, t) = —sin (‘”;t) ,

and we could always check that explicitly.

7.5 Problem. In what sense is any initial condition a side condition?

7.6 Example. Here is a situation in which we will not be as transparently successful in
managing the side condition. Consider

U+ 3u, =0, —oco <z, t <00 (7.3)
u(s, —s%) = sin(s), —o0 < s < c0. '
Now we are prescribing the behavior of u on the cubic t = —x>. As before, the solution, if

it exists, must have the form u(x,t) = f(x — 3t) for some function f, and here we want
sin(s) = u(s, —s*) = f(s — 3(=s*)) = f(s + 3s%).

We would like to try the same algebraic trickery as before and put ¢ = s+ s* and solve for
s in terms of o, but it is not at all apparent how to do that. (Perhaps a formula for roots
of a cubic would help, but who knows what that says.)

Instead, as detailed below, we can appeal to the INVERSE FUNCTION THEOREM to
argue that there exists a function h € C'(R) such that o = s + s* if and only if s = h(0).
We therefore put

f(o) :=sin(h(c)) and w(z,t) = sin(h(x — 3t))

to obtain a solution candidate. We leave checking that this actually is a solution as an
exercise with the inverse function theorem.
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7.7 Problem. The following two statements are true.

(1) Suppose that o € C(R) is strictly monotonic (i.e., o is either strictly increasing or
strictly decreasing). Then there exists h € C(R) such that

h(o(s))=s and o(h(S))=S foral s, SeR

Such a function h is, of course, the INVERSE of o; this result says that a continuous strictly
monotonic function on R has a continuous inverse.

(ii) Let o € C'(R) and h € C(R) such that o'(s) # 0 for all s € R and o(h(S)) = S for all

S €R. Then h € C*(R) and
1

o'(h(S5))
for all S € R. (The identity (7.4) is, hopefully, exactly what we expect by differentiating

both sides of o(h(S)) = S and using the chain rule. The nowvelty here is that h is not
initially assumed to be differentiable.)

W (S) = (7.4)

Use these facts to justify the claims at the end of Example 7.6. That is, using these two
facts, explain why there exists a function h € C*(R) such that putting

u(z,t) = sin(h(z — 3t))

solves the problem (7.3).

Day 8: Wednesday, August 28.

Our work with side conditions was strictly algebraic; now we consider the interaction of the
side condition curve with the geometry of the PDE.

8.1 Example. We revisit the side conditions of Examples 7?7 and 7.6 more geometrically.
Recall that all solutions to u; + 3u, = 0 have the form wu(z,t) = f(x — 3t) for some
f € C(R), and, since this transport equation is equivalent to

Uy 3\ 3
=) () =7 ()
solutions u are constant on lines parallel to (3,1), i.e., lines with slope 1/3.

(i) We graph in blue lines with slope 1/3. Any solution u to u; + 3u, = 0 is constant on
these lines. We graph in black the line parametrized by (s, s) with s € R, i.e., the line
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t = x. We note that this black line intersects each blue line exactly once.

\
W

(ii) Again we graph in blue lines with slope 1/3. Again, any solution u to u; + 3u, = 0 is
constant on these lines. We graph in black the curve parametrized by (s, —s*) with s € R,

i.e., the cubic t = —z®. We note that this black curve intersects each blue line exactly

once.

\\

We will explore these graphical phenomena more generally later in the context of char-
acteristics as part of our study of variable-coefficient linear problems, e.g., PDE of the form
uy + c(x, t)u, = 0. For now, we just want to observe the very nice interaction of the side

condition curves with the lines of slope 1/3 that govern our solutions.

Here is a PDE with a side condition that does not admit any solution.

8.2 Example. Suppose that u solves

U+ 3u, =0, —oco <z, t <00
u(3s,s) = sin(s), —o0o < s < 0.
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Then u has the form u(x,t) = f(z — 3t) for some f € C*(R), and this f must satisfy
sin(s) = u(3s,s) = f(3s — 3s) = f(0) (8.1)

for all s € R. This is impossible, as the sine is not constant. (For example, (8.1) would
require 0 = sin(0) = f(0) = sin(7/2) = 1.)

Algebraically, the problem simply fails. Geometrically, we note that the side condition
curve is the line ¢ = 2/3, and u must be constant on this line. But the side condition says
that u cannot be constant on this line! In contrast to the geometry of Example 8.1, the
side condition curve intersects a line of slope 1/3 more than once (in fact, infinitely often).

8.3 Problem. What goes wrong if you try to solve

{ut+3ux:0, —oco <, t <00

u(s, s*) = sin(s), —oo < s < 00?

Discuss the failure of this problem algebraically (the values s = 0 and s = 1/3 will be
useful) and geometrically; include a sketch of how the side condition curve interacts with
lines of slope 1/3. Contrast that interaction with the situation in Example 8.2.

Now we return to the dangling problem of solving the more general transport equation.
Consider the IVP

auy +bu, =0, —o0 < x, t < 00

! (8.2)

u(z,0) = f(z), —o0o <z < 0.

Here a, b # 0 to avoid the trivial case of a PDE that is really an ODE. Everything that

we did for u; + u, = 0 could be replicated by recognizing that this transport equation is

equivalent to
Vu - (b> = 0.
a

The only challenge would be the extra notation of a and b throughout.

However, to illustrate a valuable PDE technique that will serve us well with more compli-
cated problems, we do not do this. Instead, suppose that we only know our previous result
that

— v(z,t) = g(x —1). (8.3)

v 4v, =0, —co<z, t <00
v(z,0) = g(x), —00 < x < 0.

How can we use (8.3) to solve (8.2)7 (In (8.3), we are using v and g, not u and f, in an
effort not to overwork notation.)

This technique is RESCALING. First, we simplify the problem as much as possible by
noting that, since b # 0, the IVP (8.2) is equivalent to

A (8.4)

u+cu, =0, —oco <z, t < o0 b
u(z,0) = f(z), —00 <z < 0, a
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Now we assume that u solves (8.4). The key step is to define a new function via
UX,T) :=u(aX, 5T),

where «, § € R are fixed constants whose value we will determine later. Specifically, we
would like to choose them conveniently so that U solves an IVP like (8.3), which we fully
understand.

We compute

Ux(X,T) = au,(aX,pT) and Urp(X,T)= pu(aX,pT).
We hope that Ur + Ux = 0. We compute further
Ur(X,T)+ Ux(X,T) = pus(aX, 5T) + au,(aX, 5T).
Since we know
ur(z,t) + ug(x,t) =0
for all (x,t) € R?, if we take 3 = 1 and o = ¢, then we have
Ur(X,T)+Ux(X,T) = u(cX,T) + u,(cX,T) = 0.
And since ¢ # 0, we can always express u in terms of U. That is, we have

U(X,T) = u(cX,T) and uCat):(f(§¢). (8.5)

We are just missing an initial condition. We want to prescribe U(X,0) = F(X) for some
function F', and this means
F(X)=U(X,0) =u(cX,0) = f(cX).
To avoid overworking our variables, maybe we should define F' via another symbol entirely,
like F'(S) = f(cS).
Then U satisfies
Ur4+Ux =0, —c0o< X, T <
U(X,0)=F(X), —oo <X < o0,

and so by (8.3) we have
UX,T)=F(X—-T) = f(e(X -1)).
By (8.5), we conclude

T T
u(z,t) =U (;t) =f (c <E —t)) = f(x — ct).
And if we really want to go back to (8.2), we find

u(z, ) :f(x—gt) —f (”;bt)

This rescaling trick can be employed more generally as follows. Suppose that u = u(z, t)
solves a “complicated” PDE. Put U(X,T) = ~vu(aX,BT) and choose «, 3, and v (above
~ = 1 because the transport equation was linear) so that U solves a “simpler” PDE. Use the
relationship u(z,t) = v 'U(a 'z, 87't) to recover u from knowledge of U.
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8.4 Problem. The HEAT EQUATION for u = u(z,t) is
U — KUy =0, —00 < x <00, t >0,

where £ > 0. (The importance of nonnegative time will be discussed later.) Suppose that
u solves the heat equation and define U(X,T) = u(aX, T) for a, f € R. What values of
a and [ make U solve the “simpler” heat equation

Ur —Uxx =07
8.5 Problem. Let a, b, ¢, A, B, C' # 0. The most general version of the KORTEWEG—DE
VRIES (KDV) EQUATION for u = u(x,t) is
auy + by, + cuu, =0, —o0 <z, t < 0.

Suppose that u solves the KdV equation and define U(X,T) = yu(aX, fT). What values
of a, B, and v make U solve the KdV equation

AUr+ BUxxx + CUUx =07

The point of this change of variables is that if we know how to solve KdV with one set of
coefficients, then we know how to solve it with any other.

Day 9: Friday, August 30.

No class.

Day 10: Wednesday, September 4.

No class.

Day 11: Friday, September 6.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Appendix A.3 discusses Leibniz’s rule at length (and in more detail than you are
required to know). The examples on pp. 683684 show how the rule can fail if the
integrand is not sufficiently nice. A more general version of the rule appears on p. 687
and encompasses improper integrals, which we will eventually find useful. Lemma 1
on p. 177 gives a proof similar to ours for calculating d; [ [ g f(t,s) ds]. A generalization
of this appears in equation (12) on p. 688.

And we’re back.
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We now consider the NONHOMOGENEOUS TRANSPORT EQUATION:

u + uy = g(x,t), —oo <z, t <00
u(z,0) = f(z), —o0o0 <z < 0.

Going back to the derivation of the (homogeneous) transport equation, one can think of g
as a “source” (or “sink”) term for the substance moving along the path—if the substance is
cars and the path is a road, a nonzero g corresponds to on/off ramps along the road. This
problem will be valuable to us for at least three reasons: (1) it illustrates and motivates
some useful techniques with definite integrals, (2) its solution will be a key step in solving
the (homogeneous) wave equation later, and (3) its solution form will motivate a surprisingly
helpful idea for solving nonhomogeneous wave and heat equations later, too.
We get down to business and repeat our prior successful strategy. Fix z, t € R and set

v(s) == u(x + s,t+ s),
S0
V' (s) =ug(x +s,t+8) +ux+s,t+s)=glx+st+s) and v(0)=u(z,t).

Direct integration implies

v(s) = v(0) + /OS V(o) do = u(z,t) + /Osg(x +o0,t+0) do.

That is,
u(z + s,t+s) :u(a:,t)+/ glx+o,t+0) do
0

for all z, t, s € R.
As before, we choose s conveniently with s = —t to make the initial condition at u(x,0)
show up:

—t
u(x —t,0) = u(x,t) —i—/ g(x +o,t+0) do,
0
and so

flz—1) :u(:c,t)+/0tg(:c—|—o,t—|—a) do.

One more rearrangement yields

u(z,t) :f(q:—t)—/otg(x+a,t+a) do.

It will pay off to clean up the integral a bit. The following is the nonobvious result of
trial and error, but one motivation is that it would be nice to see the “x — t” structure in
the integrand as well as in f. We can get this by substituting T =t 4+ o (for lack of a better
variable of integration), so

T(0) =1, T(—t) =0, dt=do, and o=71-—1.
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Then

—t 0 t
—/ g(w—l—a,t—i—a)doz—/ g(x—t+T,T)dT:/g(x—t+’t,’t)d’r.
0 t 0

We summarize our work.

11.1 Theorem. Let f € C*(R) and g € C(R?) and suppose that u solves

{ut +u, = g(z,t), —co<z, t<oo (11.1)
u(z,0) = f(z), —oco <z < 0.
Then .
u(z,t) = f(x —t) +/ glx —t+m,71) dr (11.2)
0

However, we did not show that any function u in the form (11.2) actually solves (11.1).
This requires computing both

t t
on {/ glx —t+T,71) d’t] and 0O, {/ glx —t+T,71) dT|.
0 0

We did something like the z-derivative in (6.1) when deriving the transport equation, but
we never justified it, and the t-derivative looks even more complicated, since t appears in
both the limit of integration and the integrand.

The time has come to sort this out. Consider the more abstract situation of calculating

the derivative ,
O {/ f(z,s) ds] :

{(x,s)E]RQ‘aﬁsgb?a:EJ},

where J is some interval. For the integral to exist, we want the map

Here h is defined on

[a,b] = R: s +— f(z,s)

to be continuous for each = € J. We might abbreviate this map by f(z,-) and say that we
want f(z,-) € C([a, b]).

So what is the derivative, assuming that we do not recall (6.1)7 The integral is approxi-
mately a Riemann sum, and derivatives and sums interact nicely:

b n
/ f(z,s) ds =~ Zf(x, sk)(Sk — Sk—1)

for a partition {sj}j_, of the interval [a,b]. Certainly

Oy [Z f(il?, Sk)(sk - Skfl)

— Z fe(x, s1) (5K — S_1),
=1
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and
n

> fola, sk)(sk = sk1) %/ fo(z,5) ds,

k=1

0, { / ) ds} -/ o s) ds?

With some extra hypotheses, and work, this turns out to be true. The crux of the problem
is an “interchange of limits” argument, the sort that permeates much of analysis. Using the
definition of the derivative (and algebraically rearranging some terms on the left), this boils
down to showing

lim /b flw+h, 8/1 — f(@,) ds = /b lim flz+h, S})l —fl@s) ds. (11.3)

h—0 h—0

so perhaps

What properties of integrals give us the right to do this?

11.2 Theorem (Leibniz’s rule for differentiating under the integral). Let J C R be
an interval and a, b € R with a < b. Let D := {(x,s) e R? } red a<ls< b}. Suppose
that f € C(D) and that f, exists on D with f, € C(D). Then the map

b
Z: J—>R:x»—>/ f(z,s) ds

1s defined and differentiable on J and

7= [ f(ors) ds

11.3 Problem. Here is a sketch of the proof, up to some tricky estimates.

(i) Chase through the algebra of difference quotients and integrals to show that it suffices
to establish (11.3) to prove Leibniz’s rule.

(ii) Go further and show (using, perhaps, Problem 3.2) that it suffices to establish

bl
lim/ / [fo(@ + th,s) — fo(z,s)] dt ds = 0. (11.4)
h=0 /. Jo

(iii) Proving (11.4) takes some careful work with uniform continuity on compact subsets
of R?, and that is beyond the scope of our class. However, show that if f,, exists and is
continuous on D and if there is M > 0 such that |f,.(z,s)] < M for all (z,s) € D, then
(11.4) holds. [Hint: use Problem 3.2 again and watch out for the triple integral that shows

up.|
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11.4 Problem. Let .
o(x) ::/ scos(s® + z) ds.
0

Calculate ¢’ in two ways in two ways: first by evaluating the integral with FTC2 and dif-
ferentiating the result and second by differentiating under the integral and then simplifying
the result with FTC2. (The point is to convince you that differentiating under the integral
gives the right answer.)

If g € C'(R?), then Leibniz’s rule justifies the calculation

t t
Oy [/ glx —t+T,71) d’t]:/gx(:v—t+’c,’c) dt
0 0

by taking f(z,s) = g(x —t + s,s) with ¢t € R fixed. The hypothesis g € C'(R?) is, by the
way, stronger than what we had in Theorem 11.1. (It is also asking more of g than we did
of the forcing term in the ODE from Theorem 3.8. PDE are hard.)

We still need to calculate
t
o {/ glx —t+T,71) d’t} ,
0

and now the variable of differentiation appears in both the limit of integration (which should
remind us of FTC1) and in the integrand (which should remind us of Leibniz’s rule). To do
this, it suffices to know how to compute

o Uotf@,s) ds} ,

as we could then take f(t,s) = g(x —t + s,s) with x fixed.
Here is the trick: we introduce a fake variable and set

F(z,t) := /Ox f(t,s) ds.
Then .
/0 f(t,s) ds = F(t,t),

so by the multivariable chain rule

) Uotf(t,s) ds] = F,(t,t) + Fy(t,1).

= f(tat)

r=t

F(t,t) = 0, UO (¢, ) ds}

by FTC1 and
Ftt) =0, [/0 £t s) ds}

» = /Ot fi(t, s) ds

by Leibniz’s rule.
We have proved the following.
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11.5 Lemma. Let f € C*(R?). Then

Oy {/Otf(t,s) ds} = f(t, 1) —i—/otft(t, s) ds

for allt € R.
11.6 Problem. Use this lemma to show that if g € C'(R?), then

t
u(z,t) ::/ gz —t+T,7) dt
0

solves
u +uy = g(x,t), —oo <z, t < oo
u(z,0) =0, —00 < z < 0.

11.7 Problem. Find all solutions to

U + cuy +ru = g(z,t), —oo <z, t< oo
u(z,0) = f(z), —o0 < x < 0.

where f € C*(R), g € C'(R?), and ¢, r € R. [Hint: as always, start with v(s) = u(x +
cs,t+s) forx, t € R fized and find an ODE for v.] This transport equation models the
propagation of a substance where the amount of the substance on the path can change
both from the “source/sink” term g and in proportion r to the amount of substance on the
path.

Day 12: Monday, September 9.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Page 281 provides cultural and historical context for the wave equation. Pages 282-285
exhaustively derive the wave equation from physical principles. Pages 300-302 derive
D’Alembert’s formula using a slightly different approach from ours in class. Read
Examples 3 and 4 on pp. 303-304.

We commence our study of a new PDE: the WAVE EQUATION. In the immortal words
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of G. B. Whitham from his staggering Linear and Nonlinear Waves,

“[A] wave is any recognizable signal that is transferred from one part of [a]
medium, to another with a recognizable velocity of propagation. The signal
may be any feature of the disturbance, such as a maximum or an abrupt
change in some quantity, provided that it can be clearly recognized and its
location at any time can be determined. The signal may distort, change
its magnitude, and change its velocity provided it is still recognizable.”

The initial value problem (IVP) for the wave equation on R reads
Ut = Upy, —00 < T, T < OO

u(z,0) = f(z), —00o <z < 0
u(z,0) = g(z), —o0 < x < 0.

Here f, g: R — R are given functions. This IVP models the motion of an infinitely long
string that moves in the vertical direction only: let u(x,t) be the displacement of the string
from its rest position at position x along its length and time ¢. The function f models the
initial displacement and ¢ the initial velocity. While a finite string is of course physically
much more realistic, we will see that finite length leads to some complicated, and possibly
unsatisfying, boundary conditions; mathematically, the infinite string is rather “nicer” (if
more unrealistic physically).

We can solve the IVP by noticing a formal similarity to the difference of perfect squares:
u solves the wave equation if and only if

Ut — Uy = 07
and we might rewrite this in “operator” notation as
(8t2 - ag)u =0,

and then factor that as
(O — 0) (0 + Oy )u = 0.

What this means is that if u solves uy; = Uy, and if we define v := u; 4+ u,, then v solves
vy — v, = 0.
12.1 Problem. Prove that.
The function v therefore solves a transport equation. Since

v(z,0) = uy(x,0) + ua(,0) = g(x) + Oulu](z,0) = g(z) + 0 fl(z) = g(z) + f'(2),

the function v really solves

v(z,0) = g(x) + f'(z).

{vt—vm:(), —oo <z, t <00
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We know that the solution to this problem is
v(z,t) =gz +t)+ f'(z+1).
Consequently, the solution u to the original wave equation u; = wu,, must also solve
u+ ug =v(z,t) = gz +1) + f(z+1).
Since u(x,0) = f(x), we meet another transport equation:

u+uy =gz +t)+ fl(r+1t), —co<wz, t<o0
u(z,0) = f(z).

We know from Theorem 11.1 that the solution to

u + up = h(z,t), —oco <z, t < oo
u(z,0) = f(z), —co <z < 00

1s
u(z,t) :f(x—t)+/ h(x —t + T, 7) dt.
0

With
h(z,t) = glx +t)+ f'(x + 1),

we have
h(z—t+1,0)=g((z—t+1)+0)+f(z—t+71)+7) =gz —t+21) + f'(x —t +27).
Thus the solution u to the wave equation uy; = Uy, is
u(z,t) = flx —t) + /Ot [g(z —t+27) + f'(x — t + 27)] d.
We change variables in the integral with
s=ux—1t+ 21, ds =2 dr, s(0) =z — t, s(t) =x+1t,
to find

/Ot [g(e — t4+20) + f(w — t +27)] dr = %/:H [9(s) + £(5)] ds

We conclude

u(a:,t) = f(l’—t)—i— 9 +§

f(l’—i-t)_f(x—t) 1/m+t f(x+t)—i—f(ac—t)+1/‘x+t

Here is a slightly more general result.
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12.2 Theorem (D’Alembert’s formula). Let f € C*(R) and g € C'(R) and ¢ > 0. The

only solution u € C*(R?) to

U = CQUM, —o0o < T, t <0
u(z,0) = f(z), —co <z <00
u(z,0) = g(z), —00o <z < 0

is the function

u(z,t) = [z +ct) —2F f(x —ct) . %/Hct

12.3 Problem. Prove this.

(12.1)

(12.2)

(i) First, check that u as defined in (12.2) actually solves the wave IVP (12.1). Explain
why the regularity assumptions f € C*(R) and g € C*(R) are necessary.

(ii) Next, develop the result for ¢ # 1 from the work above by assuming that u solves
(12.1) and setting U(X,T) = u(aX, BT) for some «, § € R. Choose a and § so that U
solves Urr = Uxx and use the work above (updating the initial conditions as needed) to

find a formula for U. From that, develop the formula (12.2) for .

12.4 Example. We solve the wave IVP (12.1) for ¢ = 1 and some choices of f and g and

graph some results.

(i) Take
fl@)=2¢" and g(z)=0.

D’Alembert’s formula tells us that the solution is

2e~(@tD)? _ ge—(z—0)* 1 rott
t pu— —_—
u(z,t) 5 + 2/00

—t

Here are some plots.

0ds = e @+° 4 o= (@07,

AMM) N /ig -
< T > T < T > X
x,4) t=4

—
8
Y
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It looks like the initial condition u(x,0) = 2¢™*" has split into two smaller “pulses,”
one moving to the right and the other to the left. This is exactly what the formula
u(z,t) = e~ —e=(*D% gays: as t increases, the graph of z — e~ @ moves to the left,
while z — e~ @ " moves to the right. However, the graph of u(+,t) is not really just the
graph of x — e~ (@tt)? superimposed on the graph of = +— 6_(37_15)2; there is an interaction
between the two graphs due to the sum in the definition of u. Nonetheless, this interaction
is very “weak” for = or t large because e is very small when |s| is very large.

(ii) Take
flz)=10e*" and g(x) = cos(z).

D’Alembert’s formula tells us that the solution is

10e~(@+D? 4 10~ (@-D* 1 o+t
u(z, t) = ‘ + e + —/ cos(s) ds
2 2 r—t
_ 5(6_(“"“)2 N 6_(9&_02) (sin(z +t) — sin(z — t))
2
Here are some graphs.
/\u(.r, 0) t = 0 \u(x, ].) t = 1

A
+
8

/\U(l’? 3) t - 3

1\

NA N LA

g

Again, it looks like the initial condition “splits” into two “smaller” pulses that travel
to the right and left; now there is more “noise” between them due to the nonzero initial
condition on u;. In particular, the pulses are not nearly as “identical” as they were for the
previous initial data; contrast times 1, 3, and 9 with the previous pulses for times 1, 2, and
4.

Here is why this “counterpropagating pulse” phenomenon happens. Rewrite D’Alembert’s
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formula as

flz +ct) —; fla —ct) +%/:+Ctg(s) ds — % (f(:c +ot) + /OHCtg(S) dS)

and abbreviate
1

F(X) = % (f(X) + Z/OX o(s) ds) and  G(X) = % (f(X) 41 /Og(s) ds) |

Then if u solves uy = CQUM, we can write
u(z,t) = F(x +ct) + Gz — ct). (12.3)

This is the superposition of the “profiles” F' and G with F translated left with “speed” ¢
and G translated “right.” And this is why the graphs in Example 12.4 break up into two
“counterpropagating” profiles.

12.5 Remark. The profiles F' and G above are definitely not the initial data f and g in
general. In fact, the formula (12.3) makes sense without any initial data. Just assume
that u solves uy = C*uy, and artificially introduce the initial conditions f(z) := u(zx,0)
and g(x) := u(z,0). Then the work above shows that u satisfies (12.3), and we can forget
about f and g if we want.

The structure in (12.3) is really a sum of traveling waves.

12.6 Definition. A function u: R*> — R is a« TRAVELING WAVE if there exist a function
p: R — R and c € R such that
u(z,t) = p(x — ct)

for all x, t € R. The function p is the PROFILE and the scalar ¢ is the WAVE SPEED.

The idea of a traveling wave is that the profile p is translated, or “travels,” via the shift
by —ct. In particular, if ¢ > 0, then as time increases, the graph of = — wu(x,t) is just the
graph of p translated to the right by ct units.

12.7 Problem. Explain why all solutions to the homogeneous transport equation w; +u, =
0 are traveling waves but solutions to the wave equation are typically not traveling waves.

Day 13: Wednesday, September 11.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Example 6 on p. 307 and the following remark and Example 7 on pp. 308-310 present
the “method of images” for the semi-infinite string.
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When studying a PDE in the unknown function u = wu(z,t), the process of guessing that
u is a traveling wave of the form u(x,t) = p(x — c¢t) and then figuring out the permissible
profile(s) p and wave speed(s) ¢, if any, is called making a TRAVELING WAVE ANSATZ for
that PDE. (In general, an ANSATZ for a PDE is an educated guess that a solution has a
particular form.)

13.1 Example. For the sake of a toy problem, we pause from our study of the wave
equation and consider a nonlinear transport equation:

Uy + uy +u? = 0.

We make the traveling wave ansatz u(x,t) = p(z — ct) for a profile function p = p(X) and
a wave speed ¢ € R. The multivariable chain rule tells us that

ug(x,t) =p'(x —ct) and w(z,t) = —cp/(x — ct).
Thus p and ¢ must satisfy
Pz —ct)—cp'(z—ct)+ [ple —ct)]* =0

for all z, t € R. If we take x = X and ¢t = 0, which we are free to do, we see that p must
satisfy
(1 =o' (X) + [p(X))* =0,
or, more succinctly,
(1—c)p +p*=0.

This is actually a separable ODE, and we can rewrite it as

dp 2
1—c)—= = —p2.
(A-c)oy =P
The equilibrium solution is p(X) = 0. When ¢ = 1, we have —p? = 0, and so again
p(X) = 0. From now on, assume ¢ # 1 and p # 0. Then we formally separate variables
and integrate:

d —1d
(1—c)£——p2:>cp2 %—li(c—l)/dep—/ dX = (1—c)p ' = X+ K.

Here we are using K, not C', for the constant of integration, to avoid confusion with c.
Since 1 — ¢ # 0, we can solve for p:
1l—c
X) = :
P8 = ¥R

Actually, this encodes the zero solution resulting from ¢ = 1, and so all traveling waves are

1—c¢

u(z,t) = p——

(13.1)
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13.2 Problem. Find all other solutions to u; +u,+u® = 0. [Hint: put v(s) = u(z+s,t+s)
and find a separable ODE for v.]

13.3 Problem. We have said (and proved) that all solutions to the transport equation
ur + u, = 0 are traveling waves, but make a traveling wave ansatz u(z,t) = p(x — ct)
anyway and solve for p and ¢. What is special about the case ¢ = —17

13.4 Problem. Make a traveling wave ansatz u(z,t) = p(z — ct) for the KdV equation
Uy + Uz + uu, = 0 and find, but do not solve, an ODE that p must satisfy.

We will continue making traveling wave ansatzes for other PDE that we meet and inter-
preting those solutions physically and mathematically in the broader context of those equa-
tions. Now we return to the wave equation and tease out more properties from D’Alembert’s
formula.

Common jargon for the wave equation is that it “exhibits finite propagation speed.” Phys-
ically, this means that data or disturbances in one part of the fictitious infinite string take
some time to affect other parts of the string. Here is what this means mathematically.

Suppose that the initial data f and g have COMPACT SUPPORT in the sense that there
is R > 0 such that

f(s)=0 and g¢g(s)=0 for |s|> R.
In other words, f and g can only be nonzero on the interval [—R, R|. (Here we are using s
for the independent variable of f and ¢ to avoid confusion with z.) In more other words,
the only “data” carried by f and g exists on this finite interval.

+f(s

A
v
V,)

If the string is governed by uy = c*u,,, then we expect that ¢ > 0 is the speed of the wave(s)
moving through the string. After ¢ units of time, data or disturbances should only propagate
ct units along the x-axis from where they were at time 0. This is born out by D’Alembert’s
formula.

Fix t > 0 and suppose that R+ ct < x. Then this position x is more than ct units outside
the “support” of f and g. We do not expect the data or disturbances from f and ¢ to reach
position x in only this time £. Now here is the math: since R+ ¢t < x and ¢, t > 0, we have

R < R+ 2ct < x + ct, R<x—ct, and R<z—ct<ux+ct.
Since f(s) =0 for s > R, we have

flz+ct)+ f(x —ct)
2

=0.
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Also, since g(s) =0 on (R, 00) and [z — ct,z + ct] C (R, 00), we have

x+ct
/ g(s) ds = 0.

—ct

D’Alembert’s formula then implies that u(z,t) = 0.
Here is what we have proved.

13.5 Corollary (Finite propagation speed for the wave equation). Let f € C*(R) and
g € C*(R) have compact support with f(s) = g(s) = 0 for |s| > R. Let ¢ > 0. If u solves
the wave IVP (12.1), then u(x,t) =0 for |x| > R + c|t|.

13.6 Problem. Review the work preceding the corollary and check that it holds for |z| >
R + c|t], not just for x > R + ct as we actually worked out above.

13.7 Problem. Formulate and prove a finite propagation speed result for the transport
VP
{ut+cux:0, —oo < x, t <00

u(z,0) = f(z), —co <z < 00

that is similar to Corollary 13.5.

As an illustration of more properties of D’Alembert’s formula (and, really, more properties
of functions and integrals), we introduce our first boundary condition and study the “semi-
infinite” string. Suppose that one end of the string is fixed at x = 0, so u(0,t) = 0 for all ¢,
and the string extends infinitely to the right for > 0. We take initial data valued only for
x > 0 and consider the IVP-BVP

Uy = Uy, 0 < x <00, —00 <t <00
u(z,0) = f(z), 0 <z < o0
u(z,0) =g(z), 0 <z < o0
u(0,t) =0, —c0 <t < 0.

(13.2)

Here we assume f € C*([0,00)) and g € C'([0,00)). As usual, at the left endpoint 0 we only
assume that limits from the right hold, e.g.,

lim f(x)= f(0), lim JO+h) = 1) = f'(0), lim f'(x) = f’(0), and so on.

z—0+ h—0+ h z—0+

There are two new wrinkles in this problem. The first is the presence of the boundary
condition u(0,t) = 0. We call this a boundary condition because it specifies what the solution
is doing at the left endpoint, or “boundary,” of its z-domain.

The second is that f and g are only defined on [0, 00). If f and g were defined on all of R,
we could reduce this to the wave IVP previously solved and use D’Alembert’s formula. The
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right idea is to extend f and ¢ to R. That is, we want functions fe C*(R) and g € C*(R)
such that

fla) = f(x) and §la)=g(x) for x>0

One way to make f and g well-behaved on (—o0,0) is to exploit the good behavior of f and
g and just “reflect” f and g across the vertical axis. That is, we could make f the EVEN

REFLECTION OF f
fole) = {f(x)’ r=

f(=x), <0

or the ODD REFLECTION OF f

o) — flz), x>0
fol) {_f(_x% o0 (13.3)

Here are pictures with the original graph of f in black and the graph of the extension added
in blue.

sfe(T) sfe(T)

v ~

We could do the same reflections for g. The question is then what behavior we can get
at x = 0: will the reflections be sufficiently differentiable there?

Here is where we need to think about the data in our problem. The boundary condition
u(0,t) = 0 talks to the initial conditions and implies

f(0) =u(0,0) =0 and ¢(0) =u(0,0) = at[u(O,t)Ht:O = 0;[0] = 0.

To be clear, we are assuming that the semi-infinite IVP-BVP has a solution, and we are
concluding that f(0) = ¢(0) = 0. We will henceforth require this in the initial data; the
problem does not make sense without it.

We know that odd functions are 0 at 0, so this suggests that we use the odd reflections

fo and g,.
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13.8 Problem. Check this claim: if h: R — R is odd, i.e., if A(s) = h(—s) for all s € R,
then h(0) = 0. Also show that if h is odd, then A" is odd, so h"(0) = 0.

We hope, then, that D’Alembert’s formula with the initial data given by f, and g, will
provide a solution to (13.2) when restricted to z > 0 and ¢ = 0:

u(z,t) = folz + 1) -;— folz —1) +%/gg+t

go(s) ds.

—t
Will it? There are several things to check.

Day 14: Friday, September 13.
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The remark on p. 308 discusses how to solve the semi-infinite string problem with
the boundary condition u,(0,t) = 0. Pages 326-327 give physical motivation for the
driven wave equation.

First we claim that if ¢ € C([0,00)) and ¢(0) = 0, then g, € C(R), so the integral is at
least defined.

14.1 Problem. Check this continuity claim.

Next, we check the newest and shiniest part of the IVP-BVP: the boundary condition.
We want «(0,¢) = 0 for all ¢, so we need

t —t) 1 [

OB L 0o
2 2 )

Since f, is odd, f,(t) = —f,(—t), so the first term is 0.

14.2 Problem. Show that if h € C(R) is odd, then

| n=o

for any a € R. [Hint: substitute.] Draw a picture indicating why this should be true in
general (caution: picture # proof).

With this calculation, the integral term is also odd, so the boundary condition does work

out.
What about differentiability? We want f, € C*(R) and g, € C*(R). But since f, is odd,
we need f(0) = 0. Will this happen? We expect

/ f/(fL’), z >0 " f// I), x>0
T)= nd T) =
fo(@) {f’(—x), =0 a fo (@) {—f”(—x), o< 0.
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For f” to be continuous, we therefore want
O — " 0 — 1' " — 1 " — " 0
fo(0) = lim f(z) = lim f*(z) = f(0),

where the second-to-last equality is from the piecewise formula for f”, and the last equality
is from the continuity of f” on [0, 00). Does the IVP-BVP structure of (13.2) guarantee this?

14.3 Problem. (i) Check that if u solves the semi-infinite problem (13.2), then we do
have f”(0) = 0. [Hint: how does the boundary data talk to the initial data and the PDE
to help you calculate f"? The conclusion here is that requiring f”(0) = 0 is a natural,
unrestrictive condition for the semi-infinite wave IVP-BVP to make sense.

(ii) Suppose that f € C*([0,00) with f(0) = f”(0) = 0. With the odd reflection f, defined
in (13.3), show that f, € C*(R). [Hint: the hard work is at x = 0: use left and right limits
for the difference quotients to show that f.(0) and fJ(0) are defined, and then show that

lim, 0 f5'(s) = f5(0) ]

The conclusion is success: if f € C*([0,00)) with f(0) = f”(0) = 0 and g € C'([0,0))
with ¢(0) = 0, then we can construct a solution to the semi-infinite wave IVP-BVP (13.2)
out of the odd reflections and D’Alembert’s formula. The nuance here is that we have these
“compatibility conditions” f(0) = f”(0) = ¢g(0) = 0 for the problem to make sense. Nothing
in the original statement of (13.2) gave those conditions explicitly; they were lurking hidden
in the background.

14.4 Example. Here is the solution to the semi-infinite wave IVP-BVP with ¢ = 1 when
flz) =42 and g(z) = 0.

Here f and g are already odd, so we do not need to go to any great lengths to calculate
their odd reflections. Indeed, we just have

w(z,t) =2(x + t)3e—($+t)2 +2(z — t)3e—(cc—t)2.

Below we graph the solution for various time values.

A

<
<
<
¢
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As before, we see that the solution splits up into two counterpropagating pulses, but
now they are clearly reflections or “images” of each other through the vertical axis.

14.5 Problem. Prove that if f and g are odd, then D’Alembert’s formula (12.2) yields an
odd function in z, i.e., u(—x,t) = —u(z,t). This justifies the “reflection” remark in the
example above.

14.6 Problem (Optional, involved). Solve the problem

Uy = Ugz, 0 < x <00, —00 <t <0
u(z,0) = f(z), 0 <z < oo
ut(z,0) =g(z), 0 <z < o0
uz(0,t) =0, —oo <t < o0,

where f € C*([0,0)) and g € C*([0, 00)). This problem models a semi-infinite string where
the left endpoint is allowed to move vertically. [Hint: try even extensions for f and g.
What “compatibility” conditions arise?]

Now we take up the study of the driven or nonhomogeneous wave equation:

U = Ugy + h(z, 1), —00 <z, t < 00
u(z,0) = f(z), —co <z < 00 (14.1)
(1, 0) = (), —00 <7 < 0,

where we assume, as usual, f € C*(R) and g € C'(R) and, at the minimum, h € C(R?). We
develop our solution method by first noting some (probably non-obvious) patterns among
the driven linear equations that we have previously solved.

1. The first-order linear nonhomogeneous IVP at the ODE level “splits” into the sum of two
“easier” problems:

y =ay+ f(t) _ y =ay N Yy =ay+ [f(t)
y(0) =wo y(0) = yo y(0) = 0.

This sum is wholly euphemistic; the point is that the solution to the “full” IVP is the sum
of solutions to the “simpler” IVP. They are “simpler” because the first has no driving term
(but has a “harder” initial condition), while the second has an “easier” initial condition (but
a “harder” driving term).
Of course, the solution to
y' = ay
y(0) = yo
y(t) = eaty07

18
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and the solution to

is
y(t) = e /0 e (1) dr.

The key to everything is rewriting this second solution:

at ! —at _ ! a(t—1)
e /Oe f(T) dt /Oe f(7) dr.

We recognize the presence of the first solution within the second solution via a notational
sleight-of-hand: put
P(t) := e,

SO

eyo =P(t)yo and /t et f(1) dt = /tP(t — 1) f(7) dt.
0 0

We think of P as a “propagator operator” for the homogeneous problem in that it “propagates”
the initial data yo to where it should be at time ¢ (namely, to ¢*y,). The solution to the full
nonhomogeneous IVP is therefore

t
) =Pt + | Pt =10 dr.
0
2. The nonhomogeneous transport IVP similarly “splits™

{ut = —u, + g(x,t) _ {ut = —uy, N {ut = —u, + g(x,t)
u(z,0) = f(x) u(z,0) = f(x) u(z,0) = 0.

Here we are writing the —u, term on the right to suggest that these problems are really
“families” of ODE in ¢ “indexed” by x € R. For example, if we fix z € R and put v(t) = u(z,t),
then the transport equation is v' = —u, + g(x,t), which is morally an ODE in ¢.

Our hard work has shown that the solution to

is

while the solution to

18
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We introduce a new “propagator” that is “indexed” by z via

Pt,z)f == f(x —1).

{u(a:, 0) = f()

u(z,t) = P(t,z)f.
Now fix T and denote by g(-, T) the map

Then the solution to

is

g(,T): R—=R: X — g(X, 7).

Then we can recognize the propagator in the solution to

up = —uy + g(z,t)
u(z,0) =0

u(a:,t):/otg(x—t—l—’t,’t) d’r:/otg(a:—(t—'t),’t) dT:/OtP(t—T,x)g(~,’t) dt.

The solution to the full nonhomogeneous transport IVP is therefore

u(z,t) =P(t,x)f + /Otp(t —1,2)(-,T) dr.

Hopefully we see a pattern: the solution to the nonhomogeneous problem is the sum of
the propagator applied to the initial data and the integral of the propagator “shifted by ¢t — 1’
applied to the driving term.

This pattern is not wholly helpful for the driven wave equation, however, because that
problem has two initial conditions. The right idea is to turn to the dreaded variation of
parameters formula for second-order linear ODE. Here is a version of that formula that we
typically do not see in standard ODE classes, as checking it requires differentiating under
the integral.

14.7 Theorem. Let b, c € R and let f € C(R). Suppose that P € C*(R) solves

P"+bP' +cP =0
P(0)=0
P'(0) = 1.
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Then for yo, y1 € R, the only solution to the IVP

y' + by + ey = f(1)

y(0) =yo (14.2)
y(0) = 31
o) =P O+ PO+ wh)+ [ Pt —1)f () dr. (14.3)

In particular, the functions

2(t) :=P'(t)yo + P(t)(y1 +yob) and  y.(t) := /OtP(t — 1) f(7) dt

solve the respective IVP

2 +bd +cz=0 yr + by, +cy. = f(t)
2(0) = yo and Y(0) =0 (14.4)
Z'(0) =y Y,(0) = 0.

Proving this theorem is challenging. First, one needs a uniqueness result for second-
order linear IVP to guarantee the “only” result; we will not pursue that here. Second (or
maybe first), what is the motivation for this formula? It is much less obvious than variation
of parameters for first-order linear IVP, which effectively falls out from the product rule.
The slickest way of proceeding for the second-order case is to convert that problem into a
first-order linear system, which then has much in common with first-order (scalar) problems.

14.8 Problem. (i) Check that the formula (14.3) does yield a solution to (14.2). [Hint:
Lemma 11.5.]

(ii) Let A € R\ {0}. What does Theorem 14.7 say about the solution to
y'+ Ny = f(t)

y(0) = o
Z//(O) =y?

How does this resemble Problem 5.57
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Day 15: Monday, September 16.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Pages 327-328 give a different motivation for Duhamel’s formula. Page 329 states
and proves the formula, and Example 6 on page 330 goes through the calculations for
concrete initial and driving data.

Inspired by the propagators for ODE and the transport equation, we revisit the wave
equation. The solution to the homogeneous problem

Ut = Upy, —00 < X, T < OO
u(z,0) = f(z), —oo <z < 0
u(z,0) = g(z), —00 < x < 0,

is given by D’Alembert’s formula:

u( 1) = f(x+t)—;—f(m—t) +%/m+t

This morally resembles the first two terms of the solution (14.3) to the homogeneous second-
order linear ODE (in the case b = 0) in that the initial data appears in each term separately.
If we stare a little longer, we might see a resemblance between the terms in that

5, B /:tg(s) ds} _ g(&?ﬂ);rg(x—t).

This is a consequence of a more general FTC identity.

15.1 Problem. Let I, J C R be intervals. Let f € C(I) and a, b € C'(J) with a(t),
b(t) € I for all t € J. Show that

b(t)
) [/ f] = fb@)V'(t) — fla(t))d'(t).

()

[Hint: FTC1 + properties of integrals + chain rule.|

Now define it
P(t,x)g := —/ g(s) ds. (15.1)

The result above shows

8t[73(t7 x)f] =
and so D’Alembert’s formula compresses to

u(z,t) = Q[P(t,x) f] + P(t,x)g.
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This strongly resembles the first two terms in (14.3)!
Consequently, by analogy with (14.4) we are led to conjecture that

t
(1) = / P(t -, 2)h(-,7) dr (15.2)
0
solves
Uy = Uy + h(2, 1), —00 <z, t < 00
u(z,0) =0, —00 <z < 00
u(x,0) =0, —o0 < x < 00,

We check the PDE and leave the initial conditions as an exercise. To do this, we need the
identities

Oy {/Ot¢(x,t,1) d’f} = /Ot ¢u(z,t,T)dt  and O [At¢(x,t,T) dw} = ¢(x,t, t)+/0t ¢y, t,7T) dt

for suitably well-behaved ¢.
Then with u from (15.2), we have

Uge (2, 1) = O {/Otp(t — 1, 2)h(-,T) d’t] = /Ot D2[P(t — 1, 2)h(-,7)] d.

Here we use the formula (15.1) to compute

1 ach(th) 1 Tr+t—T
Pt — 1, 2)h(-,7) = 5/ h(s, ) ds — 5/ h(s,T) ds,
z—(t—7) r—t+T

and therefore, for T fixed,

TH+t—T

hr +t—1,7) — h(z —t+T,7)
2

0, [P(t — T, 2)h(-,7)] = %ax U h(s,T) ds} =

—t+T

and

2 [P(t—, 2)h(-7)] =, [h(ert—T,'c) —h(x—t+¢,1)} hy(z 4+t —T,7) —hx(.%—t—i-'f,’f).

2 - 2
Thus
1

o (2, 1) = 5/; (e 4t —T,7) — ho(z — ¢+ 7,7)] dr. (15.3)

Now we work on the time derivative. We have
t t
u(z,t) = 0y {/ Pt —1,2)h(-,T) dT} =P(t—t,x)h(-1) +/ [Pt — T, 2)h(-,7)] dt.
0 0

We compute

Pt —t,2)h(- 1) = P(O, 2)h(- £) = %/M h(s,t) ds = %/ h(s, ) ds =0
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and, for T fixed,

& [P(t — T, 2)h(-,7)] = %at UHHh(s,T) ds] _hettovothle -ttt

—t+T 2
Then
1 t
ut(x,t):§/ [h(z +t —1,7) + h(z —t +7,7)] dr,
0
SO
hx+t—tt)+h(x—t+tt) 1 [
g (x,t) = (z + ) )er (z—t+t1) §/ Olh(x+t—71,7)+ h(z—t+7,71)] dr.
0
Certainly
h(x+t—tt)+h(z—t+1,1) _ h(z,t) + h(z,t) -
2 2
while

/tat[h(x+t—'c,'c) +h(z—t+T,71)] dr = /t [ho(z +t — T,7) — hy(z — t + T, 7)] dr.
Allotogether, 0
ug(x,t) = h(z,t) + % /Ot [ho(z +t — T,7) = he(z — t + 1, 7)] dt = h(z,1) + g (2, t),
after comparison to (15.3).
15.2 Problem. (i) Show that the function u defined in (15.2) satisfies
u(z,0) = uy(x,0) =0

for all x € R, and conclude that the function
i
u(et) = [P(t,)f) + Plt.a)g+ | Plt-T,2)h,7) de (15.4
0

solves the driven wave equation

Uy = Uy + h(z, 1), —00 <z, t < 00
u(z,0) = f(z), —co <z <00
u(z,0) = g(z), —oco <z < 0.

(ii) Show that the solution to the driven wave equation is unique. [Hint: if u and v both
solve it, what IVP does their difference w := u — v solve, and why does that imply w = 07

Any actual calculations with the formula (15.4) for concrete initial and driving terms f,
g, and h boil down to computing antiderivatives, and there is probably not much insight to
be gained from such manipulations at this point in life. Instead, here is a way to recognize
the formula (15.2) as a double integral.
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15.3 Problem. Let h € C(R?) and let =z, t € R. Let D(x,t) be the region in R? consisting
of the boundary and interior of the triangle whose endpoints are (z —t,0), (z +¢,0), and

(x,t). Show that
t
/ Pt —t,z)h(-,T) dt = 1// h,
0 2 J ()

with the propagator P defined in (15.1). [Hint: start by drawing D(z,t). For simplicity in
solving this problem, you may assume x > 0 and t > 0, although the result is valid for all
x and t.|

Day 16: Wednesday, September 18.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Pages 310-311 discuss solving the finite string wave equation with the “method of
images.” Theorem 3 contains the main result. It is not really necessary to assume that
fo and g, are as regular as the theorem does; such regularity is forced on them by the
“compatibility conditions,” without which the problem really does not make sense.

Our best success with the wave equation involved having it posed spatially (in x) on
(—00,00). That gave us D’Alembert’s formula, from which all good things flow. The next
best situation was the semi-infinite string, which we reduced to the infinite string on (—o0, o)
by carefully extending the initial data. We now consider the most physically realistic, but
also most mathematically complicated, situation: the finite string.

Assume that a string of length L > 0 is constrained to move vertically with its endpoints
fixed. If u(z,t) is the displacement of the string from its equilibrium position at time ¢
and spatial position z € [0, L], this means u(0,t) = u(L,t) = 0 for all . We arrive at the
initial-boundary value problem (IVP-BVP)

u(z,0) = f(x), 0<x <L (16.1)
u(z,0) =g(z), 0<z <L
u(0,t) =u(L,t) =0, —o0o <t < o0

As usual, f and g are the initial data, and we assume f € C*([0,L]) and g € C*([0, L)).
(Why? We want a solution u to this problem to be twice continuously differentiable on
{(z,t) e R*| 0 <z < L, t € R}. This forces f =u(-,0) € C*([0, L]) and the same for g.)
Our success with the semi-infinite string suggests that we extend f and g carefully to
(—00,00) and use D’Alembert’s formula. By “carefully,” we mean that the extensions should
be sufficiently differentiable. We fool around with some values for f and g to see what
extension might be the right one. Assume that the IVP-BVP (16.1) has a solution u. First,

f£(0) = u(0,0) by the initial condition f(z) = wu(z,0), 0 <z <L
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= 0 by the boundary condition u(0,t) =0, —oco <t < 00.
Next,

J"(2) = tge(z,0) by differentiating the initial condition f(z) = u(x,0) twice in z

= uy(z,0) because u solves uy = Uyy.

Thus f”(0) = uy(0,0). Now we differentiate both sides of u(0,t) = 0 twice with respect to ¢
to find uy(0,¢) = 0 for all ¢. Thus uy(0,0) = 0, and so f”(0) = 0.

We conclude that if the IVP-BVP (16.1) has a solution, then the initial data f must meet
the “compatibility conditions” f(0) = f”(0) = 0. Here is the picture; note how f resembles
the graph of y = 2% at the endpoints.

4/ ()

A

K
o

~

16.1 Problem. Continue to suppose that (16.1) has a solution.
(i) Show that f(L) = f"(L) = 0.
(ii) Show that g(0) = 0.

(iii) What happens if you try to get information on f’ and ¢'?

These results suggest that we try to use the odd extensions (or reflections) of f and g.
The challenge here is that because f and g are only defined on [0, L], at best we could extend
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them to be odd on [—L, L]. We simply do not have enough data to continue that reflection
outside this interval, since we only know the values of f and ¢ on [0, L]. So, start with, as

before
flz), 0<x<L

fo:[-L, L] = R: z+— {—f(—x), L<z<0

and
g(x), 0<x <L

go: [—L, L] > R: z+—
—g(—z), —L <z <0.

Now here is the clever part. We are going to extend f, and g, from [—L, L] to (—o0, 00)
periodically. Informally, we “copy and paste” the graphs from [—L, L] to the intervals [(2k +
1)L, (2k+3)L] for k € Z. Call these periodic extensions f, and g,; we require them to satisfy

folz +2L) = fo(x) and  Go(z +2L) = Go(x)

for all x € R.

A

o ., LostT T
o . . *
o . K
B 0 o .
o ** R
0 0 o
8 o, 8
R N oo
© T ‘[ ™, ©
B N B
- ., B
o ., =
K — — ., R
g N B
RN

We are going to apply D’Alembert’s formula to the problem

Upp = Ugy, —00 < T, T < OO
u(z,0) = fo(z), —00 <z < o0 (16.2)
ur(z,0) = go(x), —00 < < o0.

To do this, we need to be sure that f, € C*(R) and §, € C'(R), and for this to be worthwhile
for our original finite string problem, we need to be sure that the solution produced by
D’Alembert’s formula meets the boundary conditions u(0,t) = u(L,t) = 0.

16.2 Problem (Optional, possibly annoying). (i) Show that f, is twice differentiable
at x = L and that f! is continuous at x = L. It may help to argue first that f, is “odd”
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about L in the sense that f;(L —§&) = —ﬁ(L +¢&) for 0 <& < L.

1 fol)

.t
o

h
|

as

~
+
as

[\

h

From this, argue by periodicity that f, € C*(R).

(ii) Solve (16.2) with D’Alembert’s formula. Check the boundary conditions u(0,t) =
u(L,t) = 0. [Hint: use the oddness of f,, and also of g,, at L, as discussed above.|

Day 17: Friday, September 20.

We took Exam 1.

Day 18: Monday, September 23.

Much of our work has concerned initial value problems. We are given initial-in-time data,
and we build solutions out of that data. Often we obtain uniqueness results: there is only
one solution to the differential equation at hand with the given initial data (Theorem 3.6,
Theorem 3.8, Problem 5.4, Theorem 7.1, Theorem 11.1, Theorem 12.2, Theorem 14.7, Prob-
lem 15.2). Once uniqueness is established, a natural follow-up question is that of “continuous
dependence on initial conditions.” Very informally, this is motivated by the slogan if two
things start “close together” and move according to the “same rules,” then they should remain
“close together” at least for “some time.”

18.1 Problem. Suppose that y; and ys both solve
y =ay+ f(t)
for some a € R and f € C(R). Show that if 0 < ¢ < T, then
[1.() — 32(t)] < ™ [52(0) — 32(0))-

This gives a measure of how “close” y; and y, are on the interval [0, 7] in terms of 7" and
the initial data.
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We study this in the context of the wave equation. First, for functions f, g € C(R), we
define the “wave operator” W|[f, g| by

flx+t)+ f(z—t 1=t
WIS, gl(z,t) :== ( ) 5 ( ) + 3 g(s) ds. (18.1)
T—t
Now let fi, fo € C*(R) and g1, g» € C*(R). Suppose that v and v solve the wave IVP
Ut = Upy, —00 < T, T < 00 Vit = Upp, —00 < T, T < 00
u(z,0) = fi(z), —co <z < 00 and v(z,0) = fo(x), —00o <z < o0 (18.2)
u(z,0) = g1(x), —00 < x < 00 v(2,0) = go(z), —00 < & < 0.

If f; and f5 are “close,” and if g; and gy are “close,” will u and v be “close”?
First we spell out what we mean by “close.” We assume there are 9, € > 0 such that

|fi(z) = folz)| <6 and  [gi(z) — ga(z)| <€

for all x € R. This means that the graph of f; lies between the graphs of f; —d and f; + 4,
a sort of “d-tube” centered on the graph of fi; equivalently, the graph of f; — f; lies in the
“strip” between —d and 0. The same, of course, holds for g; and g, with 0 replaced by e.
(Later we will see that there are other ways of measuring closeness of functions via different
“norms” on function spaces—many involve integrals as a measurement of “averaging.”)

+f1(x) = falz)

g

v

18.2 Problem. Suppose that uw and v solve the wave IVP in (18.2). Let w = u — v,
f=/fi— f2, and g = g1 — g2. Show that w = W|[f, g] with W defined in (18.1).

Our task is now to control the size of w, ideally in terms of 6 and €. We use the notation
of the preceding problem. Since w = W[, g], we have
t _ t 1 T+t
e 0+ fe =0l 1))
r—t

t) < -
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The triangle inequality on the first term implies
[fl@+t)+ fle =0 < [fl@+8)|+[f(@—1)],
and then the triangle inequality on f implies
[f(z+0)] = [filz+1) = folz+1)] <4,
and the same for |f(z —t)|. All together,

flx+t)+ flx—1t)] o4+
2 STy T

J.

We estimate the integral with the triangle inequality for integrals (Problem 2.4):

r+t r+t
/ os) ds| < / l9(s)] ds.
x—t x

—t
at least if v —t <z +t, ie., if t > 0. Since

19(s)] = [g1(5) — g2(s)] < €

-+t
< / € ds = 2te
r—t

for all s € R, this implies

when t > 0.

18.3 Problem. Show that if ¢ < 0, then

T+t
/ g(s) ds
r—1

lu(z,t) —v(x, )] = |w(z, t)| = WS, gl(x, t)| <+ |t]e. (18.3)

< 2|tle.

We conclude

This shows that for any fixed time ¢ € R, the solutions v and v are uniformly close in x in a
manner depending precisely on how close the initial conditions are.

However, this estimate is less than ideal because it depends on time t. As t — Zo0,
d + |t|e — oo, and so perhaps over long times the solutions u and v could grow apart.

18.4 Problem. Here is a somewhat silly example of how this could occur. Let §, € > 0.
Take fi = g1 = 0 and fo(z) = §/2 and go(x) = €/2. Show that if u and v solve (18.2), then

u(z,t) =0 and o(z,t)= 6—;€t.
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Check explicitly that (18.3) still holds, but explain informally how u and v “grow apart”
in time.

The factor of |t| in (18.3) arose from from estimating the integral term in W([f,g]. A
recurring tension in analysis is whether estimates or equalities are preferable; perhaps, de-
pending on g, we could get sharper control over [ ijg(s) ds by actually computing it. It
turns out that we can get a better estimate than (18.3) if we ask a different question, and
so we focus on the finite string problem. (The question of continuous dependence on initial
conditions for the semi-infinite string would yield the same estimate as above.)

Let L > 0 and let v and v now solve

U = Ugy, 0 < < L, —00 <t <00 Vgt = VUgp, 0 < < L, —00<t<00
u(z,0) = fi(z), 0<z <L and v(z,0) = fo(x), 0<z <L
u(z,0) = q1(x), 0<z <L vi(x,0) = go(z), 0 <z < L
u(0,t) =u(L,t) =0, —o0o <t < o0 v(0,t) =v(L,t) =0, —o0 < t < 0.

(18.4)
Put f = fi — fo and g = g1 — g0, and let f, and g, be the 2L-periodic, odd extensions, i.e.,

~ B flz), 0<z<L ~ Tl o
folz) = {—f(—x), CL<z<0 and  f,(x+2L) = fo(z), x € R.

Assume that the initial data satisfies all the hypotheses necessary for w = W[fo, Jo] to solve

Wit = Way, —00 < X, T < 0O
w(z,0) = f,(x), —o0o <z < o0

wt(xao) = f;(l’), —00 < T <00,
so, restricted to [0, L], w also solves

Wy = Wye, 0 < x < L, —00 <t <00
w(z,0) = f(x), 0<z <L
wi(x,0) =g(x), 0<z <L
w(0,t) =w(L,t) =0, —oo <t < 0.

And now we start to estimate. Assume there are d, ¢ > 0 such that

[fi(z) = falz)] <6 and  [gi(z) — ga(z)| <€
for all z € [0, L.
18.5 Problem. Explain why
[fo(@)| <8 and  [Go(x)| < e

for all z € R.



Day 19: Wednesday, September 25 73

It follows as before that

folw +1) + folx — 1)
2

<

for all x, t € R. The difference is that the integral term in W[ﬁ,”g}] will be much better
behaved.

Day 19: Wednesday, September 25.

Material from Basic Partial Differential Equations by Bleecker & Csordas

The corollary on p. 314 deduces continuous dependence on initial conditions for the
finite string problem from Theorem 5 on pp. 313-314. That theorem proves the hard-
won estimate with the independent-of-time upper bound d + 2Le that we eke out.
Theorem 1 on p. 289 proves uniqueness for the finite string problem via energy esti-
mates. The remark on pp. 290-291 explains how to interpret that energy integral in
terms of classical kinetic + potential energy.

Here is how we do not get that better behavior: do what we did before and expect
something to change. We could estimate

x+t
/ Jo(s) ds
rx—t

exactly as for the infinite string using the triangle inequality for integrals, and that still
produces the annoying factor of ¢ in the estimate. We can do better by using the special
structure of g, here: it is odd and 2L-periodic in addition to enjoying the estimate [g,(s)| < €

for all s.
To cut down on writing, we let h € C(R) be odd and 2L-periodic with |h(z)| < € for all

z. We claim that
c+2L
/ h=0 (19.1)

for all ¢ € R; in words, the integral of h over any interval of length 2L vanishes.

< 2|t|e

19.1 Problem. Prove this. [Hint: use the results of Problems 3.3 and 14.2.]

Here is what we will show: the value of [ Z f is bounded by a constant multiple of €
independent of a and b (but dependent on L). We start with a suggestive proof by picture.
Here —2L < a < —L and 2L < b < 3L.
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/abh:/aLm/_LLm/Lbh. (19.2)

By (19.1), or the cancelation of positive and negative areas from the picture, [ f =0
Thus by the triangle inequality for real numbers and the triangle inequality for integrals,

b -L b -L b -L b
/h‘:/th/h /h‘+/h§/ |h|+/\h|.
a a L a L a L
Now we use the estimate on h and actually evaluate some integrals:

/abh S/GL|h|+/Lb|h|</aL€+/Lb€=€(—L—a)+e(b—L).

Since —2L < a < —L, we have L < —a < 2L, and so 0 < —L —a < L. Since L < b < 3L,
we have 0 <b— L < 2L. And so

We expand

<

b
/ h’ <eé(—L—a)+e€b— L) < Le+2Le = 3Le. (19.3)

Here is what happens more generally, beyond the special case of this picture. Let a, b € R
with a < b. Divide R into intervals of the form [(2j+ 1)L, (2j +3)L) with j € Z. Then there
are j, k € Z such that

2j+1)L<a<(2j+3)L and (2k+1)L <b< (2k+3)L. (19.4)

In the picture above, we have —3L < a < —L and L < b < 3L, so there j = —2 and k£ = 0.
In the general case, since a < b, it follows that j < k.

19.2 Problem. Does it? If a < b, then the inequalities above imply (2j + 1)L < a < b <
(2k 4+ 3)L. Manipulate this into j < k + 1. Since j and k are integers, this means j < k.

Now we expand the integral again:

b (2j+3)L (2j+5)L (2j+7)L (2k+1)L (2k+3)L b
Lo [ ([ [ [ [N
a a (2j+3)L (2j+5)L (2k—1)L (2k+1)L (2k+3)L

The parenthetical sum here boiled down to the single integral [ f ;I in the toy calculation
(19.2). Every integral in the parenthetical sum is 0 by (19.1). Thus

b (2j+3)L b (2j+3)L b (2j+3)L b
/h‘: / h+/ h / h+’/ h‘s/ |h|+/ |h|
a a (2k+3)L a (2k+3)L a (2k+3)L

(2j+3)L b
€ e=¢€((27+3)L —a elb— (2k + 3)L).
</a +/( (2] +3)L — a) + (b — (2k + 3)L)

2k+3)L

<
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The estimates (19.4) imply
(2j+3)L—a<2L and b—(2k+3)L <2L.

All together,

b
/ h‘ <e€((2j+3)L—a)+eb—(2k+3)L) <2Le+ 2Le = 4Le.

This is a slightly worse estimate (in that the right side is larger) than our toy calculation
that gave us (19.3).

19.3 Problem. Why? What was special about the positioning of a in that toy drawing?
Why will that not always be the case, as compared to (19.4)?

But it is not a big deal. The point is that the size of [ Zh is indeed controlled by a constant
multiple of e, with the constant independent of a and b.

At last, here is how this is useful. All along the goal has been to estimate [ 2:5@/0(3) ds.
We know that g, is continuous, odd, and 2L-periodic with |g,(s)| < € for all s € R. Our
work above therefore implies (with a =z — t and b = = + t) that

x4+t
/ Jo(s) ds
x—t

With u and v as solutions to (18.4), all of our work implies

< 4Le.

|u(z,t) —v(x,t)] < 6+ 2Le
for all x € [0, L] and ¢ € R. This is the uniform-in-time estimate that we were lacking for

the infinite string wave equation.
It has taken us some time, but now we can state a general result for wave IVP.

19.4 Theorem. (i) Let f, fo € C}(R) and g1, g» € C*(R). Suppose that 6, € > 0 with

|fi(z) = folz)| <6 and |gi(x) — ga(7)] <€

for all x € R. Let u and v solve

Upp = Upy, —00 < T, T < 0O Vip = VUpp, —00 < &, T < OO
u(z,0) = fi(zr), —co<x <0 and v(z,0) = fo(x), —00 <z < 00 (19.5)
u(z,0) = g1(x), —00 < x < 00 v (2,0) = go(z), —00 <z < 00.

Then

lu(z,t) — vz, t)] <+ |t|e
forallz, t € R.
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(ii) Let L > 0 and fi, f» € C*([0, L)) and g1, g» € C*([0, L]) with
fil@) = fl(2) = fo(2) = fi(z) = 1 (z) = g2(2) = 0
for x =0, L. Suppose that §, ¢ > 0 with

|fi(z) = folz)| <6 and  |gi(x) — ga(7)] < €

for allz € R. Let u and v solve

U = Ugz, 0 <z < L, —00 <t <00 Vgt = VUpgy, 0 < x < L, —00<t <00
u(z,0) = fi(z), 0<z <L and v(z,0) = fo(x), 0<z <L
u(z,0) = gi(z), 0<x <L v (2,0) = go(z), 0< 2z <L
u(0,t) =u(L,t) =0, —co <t < o0 v(0,t) =v(L,t) =0, —o0 <t < o0.

(19.6)
Then

lu(x,t) —v(x,t)| < d+2Le
forall x, t € R.

There is just one embarrassing gap in our results above. We have long since proved
uniqueness for the infinite string wave equations in (19.5) via D’Alembert’s formula. How-
ever, for the finite string problems in (19.6), we merely used the odd periodic extensions to
construct a solution via D’Alembert. We never proved that it was unique.

19.5 Problem (Optional). To be fair, we never proved uniqueness for the semi-infinite
string, either. Here is how to do that. Let f € C*([0,00)) and g € C*([0,c0)) with

f(0) = f7(0) = g(0) = 0.
Suppose that u solves

Uy = Ugz, 0 < x <00, —00 < T <00
u(z,0) = f(z), 0 <z < oo
ui(z,0) = g(z), 0 <z < 0.

Define
t >0,teR
uo(z, 8) = { U 220, EE
u(—z,t), <0, t €R.
Check that u, solves
(uO)tt = (uo)x;v) —o0o < x, t <00
Uuo(z,0) = fo(z), —00 <z < 0
<u0)t($a0> = 90(33), —00 < x < 00,
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where f, and g, are the usual odd extensions of f and ¢g to R. [Hint: the real work is making
sure u, is sufficiently differentiable at x = 0.] Conclude that u, is given by D’Alembert’s
formula, and so this determines the values of u uniquely in terms of f and g.

D’Alembert’s formula will not help us get uniqueness for the finite string problem. Instead,
we introduce a totally new method, which will reappear for other PDE in the future. We
study what is called an “energy integral.” In the mathematical jargon, an “energy integral”
refers to the integral (definite or improper) of some nonnegative function that, through the
right lens, might represent some physical notion of “energy,” kinetic or potential (whatever
that means).

Here is how this arises. Suppose that u and v both solve finite string problems with the
same initial data:

Uy = Uy, 0 < x < L, —00 <t <00 Vg = Ve, 0< < L, —00<t <0
uw(z,0) = f(x), 0<z <L and v(z,0) = f(z), 0<zx <L

u(z,0) =g(z), 0<z <L v(z,0) =g(z), 0 <z <L

u(0,t) =u(L,t) =0 v(0,t) =v(L,t) = 0.

Put w:=u —v.

19.6 Problem. Check that

Wy = Wye, 0 <2< L, —00 <t <00
w(z,0) =0, 0<z <L

wi(x,0) =0, 0<z <L

w(0,t) = w(L,t) = 0.

(19.7)

We would like to show that w = 0. To do this, we set

E(t) ::/0 [wi(z,t)? + wy(z,1)?] da.

This is our “energy integral”; it is the integral of a nonnegative quantity. We claim that E' is
differentiable and E'(t) = 0 for all .

We will check this later. For now, here is how it helps. If E' = 0, this means that E is
constant; one helpful value is probably ¢ = 0, so we compute

E(t) = E(0) = /0 [w(z,0)* + wy(z,0)?] do

for all ¢. From the initial conditions, wy(x,0) = 0 and, since w(x,0) = 0 for all z, we have
wy(z,0) = 0 for all z, too. Thus E(0) = 0. And, since E is constant, so too do we have
E(t) =0 for all .

Now, observe that each F(t) is the integral of a nonnegative function. This is important.
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19.7 Problem. Let a, b € R with a < b and f € C([a, b]) with f(z) > 0 for each = € [a, b].
If fo = 0, show that f(z) = 0 for all z € [a,b]. [Hint: suppose f(xo) # 0 for some
xg € |a,b]. Draw a picture. What does this imply about the value of fl;f? Turn the picture
into a proof. Continuity will play a role.|

This problem, together with the result E(¢) = 0 and the definition of E(t), implies
wy (7, 1) + we(x, 1) =0 (19.8)

for all z € [0,L] and t € R. We have all but arrived at w(z,t) = 0 for all € [0, L] and
teR.

19.8 Problem. Use (19.8), the boundary condition w(0,¢) = 0, and FTC2 to show that
w(x,t) =0 for all x € [0, L] and t € R.

Our last task is to justify the earlier claim that E' = 0.

19.9 Problem. Compute E'(t) by differentiating under the integral; use the identity wy;; =
w,, to replace a factor that appears in the differentiated integrand; and then recognize
the integrand as a perfect derivative in x. Be sure to explain why, if w solves (19.7),
the hypotheses of Leibniz’s rule (Theorem 11.2) are met. After that, use FTC2 and the
boundary conditions to obtain E'(t) = 0.

Day 20: Friday, September 27.

No class due to university closure.

Day 21: Monday, September 30.

Material from Basic Partial Differential Equations by Bleecker & Csordas

While we only stated and did not really discuss the heat equation (yet), there is
a wealth of information in the book. Pages 121-125 give a derivation of the heat
equation from physical principles and present one very special solution.

We begin our study of the heat equation on the line:

Up = Ugy, —00 < T <00, >0
u(z,0) = f(z), —00o < x < 0.

Broadly, the heat equation models the distribution of heat in an infinitely long rod; the
function f specifies the initial heat distribution along the rod. As with the wave equation,
we start with this physically unrealistic situation of an infinite spatial domain, and eventually
we will move to the more physically realistic (and mathematically complicated) “finite” rod.
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The heat equation might look superficially similar to the wave equation; after all, both
have the term wu,, on one side of the equation. We might even think that the heat equation
is simpler than the wave equation in that only one time derivative appears. Not so! The
“imbalance” of derivatives in the heat equation vastly complicates it. We will not have such
a sweeping D’Alembert’s formula for the heat equation, and both existence and uniqueness
of solutions becomes much trickier here.

In fact, we need entirely new tools to tackle the heat equation. Our success with the
transport and wave equations arose fundamentally from familiar calculus. Now we need
unfamiliar calculus. We start by building some machinery in two areas that may appear
to have nothing to do with the heat equation, or PDE in general: the essential calculus
of complex-valued functions of a real variable (good news: it is the same as the essential
calculus of real-valued functions of a real variable) and improper integrals.

Here is a terrible definition of complex numbers.

21.1 Undefinition. C :{:z:—i—iy | z, yER, i* = —1}.

This definition is terrible because it provides no explanation of what the string of symbols
x + 1y actually means or why such an object ¢ actually exists. We just assume the existence
of complex numbers and that their arithmetical properties act as they should.

21.2 Definition. Let z € C with z = x + iy for some x, y € R. The REAL PART of
z is Re(z) := x; the IMAGINARY PART of z is Im(z) := y; and the MODULUS of z is
2| := /Re(2)? + Im(2)2. That is, |x + iy| = /22 + y2.

We define equality of z, w € C as z = w if and only if both Re(z) = Re(w) and
Im(z) = Im(w).

21.3 Example. With z = 244 and w = 1 — 3¢, we multiply as we would with real numbers
and remember i* = —1:

cw = (244)(1-3i) = (2+i)1+ (2+1)(—3i) = 247 —6i—3i> = 2—5i—3(—1) = 2—5i+3
=5 —5i =5(1—1i).

Since the modulus satisfies |zw| = |z||w|, we have (with z =5 and w = 1 — i, now)

[5(1 =) = [5]]L —i| = [5]|1 + (~1)i| = [5]v2.

Here is a crash course in complex calculus. Let I C R be an interval and let f: I — C
be a function. Put
fi(t) = Re[f(t)] and  fo(t) = Im[f ()]
Then f1, fo: I — R are functions, and real-valued functions at that, and f(t) = fi1(t)+ifa(t).
Now we do calculus.
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21.4 Definition. With the notation above, we say that

(1) lmy, f(t) = L if limy, f1(t) = Re[L] and lim;,, fo(t) = Im[L] (with a = +oo al-
lowed);

(ii) f is CONTINUOUS if f; and fo are continuous;
(iii) f s DIFFERENTIABLE if f; and fy are differentiable, and we define
f() = fit) +if3(t);

(iv) if f is continuous (in the sense of the above), then for any a, b € I, we define

/abfrz/abflﬂ/abfz-

From these definitions, one can prove that all the familiar computational rules of real-
valued calculus hold, e.g., the product and chain rules for differentiation, the linearity of the
integral in the integrand, and the fundamental theorem of calculus. We will do none of that
explicitly and just assume that everything works as it should.

Our most important complex-valued function of a real variable is the following version of
the exponential.

21.5 Definition. Fort € R, let " := cos(t) + isin(t).

Motivation for this definition comes from inserting it into the power series for the (real)
exponential, doing some algebra, and recognizing the series for sine and cosine.

21.6 Example. Here is how calculus works for the exponential. Let f(t) := e”. Then,
with the notation above, fi(t) = cos(t) and f5(t) = sin(¢), so
f/(t) = —sin(t) + icos(t) = i*sin(t) + i cos(t) = i[isin(t) + cos(t)] = ie".
That is, the chain rule formula
f'(t) = 0]e"] = e"0y[it] = e"i

works as we expect.
Now we integrate:

2m 2m 2m
/ f= / cos(t) dt + z/ sin(t) dt = 0+ 10 = 0.
0 0 0

We also have

o o 1 [, I 1 1
/of:/o e”’dt:;/o ie”dt:;/o f’(t)dt:;[f(Qw)—f(O)]:;[1—1]:0.

Here we are using the identity e*™* = 1 for all k € Z.
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Now we develop further results on integrals.

21.7 Definition. Let f: R — C be continuous. Suppose that both of the limits

0 a ) b
/ f = lim f and / f = lim / f
oo a——o0 Jq 0 b—o0 0

exist. Then we say that f is INTEGRABLE, and we define
00 0 0
[ o= s+t
—00 —00 0
21.8 Example. Let f(t) = ¢ " and a < 0 and b > 0. We compute some integrals:

0 0 0
/f:/e_ltdt:/etdt:eo—eazl—ea

and
b b b
/ f= / e ! dt = / etdt=—(e?—e ) =1—e"
0 0 0
Then
0 b
lim f=lim (1-e)=1 and lim [ f=lim(l—e?) =1,
a——oo [, a——00 b—oo J b—o0

SO f(ioof = [o f =1 Thus f is integrable and

/ f=1+1=2.

It is often both difficult to establish that f is integrable and unnecessary to calculate
i iooo f exactly. Instead, the following tests usually suffice.

21.9 Theorem. Let f: R — C be continuous.

(i) [Absolute integrability implies integrability| If | f| is integrable, then so is f, and
the TRIANGLE INEQUALITY holds:

/_Zf’s/:|f|-

(ii) [Comparison test] Suppose that g: R — C is continuous with |g| integrable and
lf(@)] < |g(t)| for allt. Then |f|, and thus f, are integrable, and

[/
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21.10 Example. Let f: R — C be continuous with |f| integrable. Let k € R and put
h(t) := f(t)e™. Since |e*| =1 for all s € R (check it), we have

[FOe™] = 1fO)lle™] = F L),
and so by the comparison test (with actual equality holding), the functions h and |h| are

integrable.

21.11 Problem. Let a > 0 and let f(z) = e~%. Show that f is integrable. [Hint: if
lz| > 1, then |f(z)| < e, How does this help?]

21.12 Problem. It is important in the definition of the improper integral to specify the
convergence of the integrals [ (ioo fand [°f separately. If f: R — C is continuous and

if limpg o0 ffR f exists, then we call this limit the CAUCHY PRINCIPAL VALUE of the
improper integral of f over (—o0,c0), and we might write

PV/f lim f

(i) Give an example of a continuous function f: R — C such that limpg LRR f exists
and yet f is not integrable.

(ii) If, however, f is integrable, then [~ f = P.V.[™ f. Here is why. Assume that
f: R — C is integrable and let ¢ > 0. Explain why there exists Ry > 0 such that if

R > Ry, then
0 0 € o0 R €
‘/ f—/ f‘<— and / f—/ f‘<—.
—00 —R 2 0 0 2

Use this to show that "
‘ / = / fl<e
—00 —R

and conclude that [ f = limp o [ IER f.
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Day 22: Wednesday, October 2.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Pages 415-418 give an overview of transforms, including but not limited to the Fourier.
This is extremely worthwhile reading for the mathematical cultural background that
it provides. Integrability and the Fourier transform are defined on p. 423; note the
symmetric limit in (8), which is not how we defined improper integrals. See also the
remark on the Cauchy principal value at the bottom of p. 423 /top of p. 424.

Many of the “nice” function properties that we are assuming today are spelled out in
Section 7.2. We will revisit quite a few of these as we layer more rigor over our Fourier
analysis. Our derivation of the heat equation solution appears on pp. 460461, with
plenty of references to other parts of Chapter 7 that we have not quite discussed yet
(including convolutions).

We introduce the critical tool of the Fourier transform and deploy it on the heat equation.
We take an “eat dessert first” approach (inspired by Tim Hsu's Fourier Series, Fourier
Transforms, and Function Spaces: A Second Course in Analysis). Specifically, here is our
strategy.

1. We define the Fourier transform for continuous, absolutely integrable functions. Eventu-
ally we will relax the continuity requirement to piecewise continuity.

2. We apply the Fourier transform to the heat equation.

3. 777,

4. We get a candidate solution formula for the heat equation.

5. We check that this candidate is actually a solution (i.e., by doing calculus).

6. We use this solution to learn other interesting things about the heat equation.

7. We study other aspects of the heat equation that we will not be able to understand
with the Fourier transform. In particular, we develop the machinery to prove a uniqueness
theorem for solutions to the heat equation. (We got that more or less for free along with
existence from D’Alembert’s formula for the wave equation. The heat equation is harder.)

8. We fill in a variety of gaps in our understanding of the Fourier transform so that we can
study other problems with it more rigorously.

9. We study other problems with it more rigorously.

Example 21.10 assures us that the following definition makes sense. (Does it?)
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~

We sometimes write §[f](k) = f(k).

The factor of 1/v/2 is a bit of a “fudge factor” that makes some calculations and identities
later easier and more transparent, at the cost of making others harder and more opaque.
Life is a series of compromises.

Previously we have said that integrals extract useful data about functions and also rep-
resent functions. We have not seen all that much extraction of useful data, but it turns out
that the FOURIER MODES f(k) will tell us a variety of useful facts about f. The Fourier
transform also “represents” f in the following sense. Here, for the first of many times, we
will use the weasel word “nice” to refer to a property of functions that we will fill in later in
our subsequent, more rigorous treatment of Fourier transforms.

22.2 Untheorem. Let f: R — C be “nice.” Then

1 = ikx
f(x):\/_2_7r/_oof(k)e dF.

That is, for suitable f, we can recover f from its Fourier transform.

Since this is a course in differential equations, we should wonder how the Fourier transform
interacts with the derivative. Quite nicely, thank you for asking.

If f is differentiable, and if both f and f’ are “nice,” then we should be able to represent
f" (not just f) via its Fourier transform:

m/oof(k)e dk.

But we should also be able to calculate f’ from the Fourier representation of f and differen-
tiation under the integral:

f'(x) = [@/ flk)e™s dk} \/_/ ) dk = @/ ikf(k)e™ dk.

Equating these two putative representations of f’ and doing a little algebra, we find

/ [f'(k) — ik f(k)]e™ dk =0
for all z € R.

Now here is a “nice” property of Fourier integrals. We should think of the transform as
an “instrument” that we apply to functions, and the results we get are those Fourier modes.
If the results are always 0, the input should always be 0.
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22.3 Untheorem. Let g: R — C be “nice” and suppose that

/ g(k)e™™ dk =0

—00

for all x € R. Then g(k) =0 for all k € R.

It follows that N N
J'(k) = ik f (k).
This is immensely important: under the lens of the Fourier transform, differentiation becomes
“multiply by ik.” We might say
8:\[-] =1k X 6
We can extend this to the second derivative (and higher derivatives) for “nice” functions:

~ ~

Fr(k) = (F) (k) = ik f'(k) = (ik)2F(k) = —K>F (k).

This is all that we need to know about the Fourier transform to apply it with abandon
to the heat equation. Suppose that u solves

Up = Uge, —00 < T <00, t>0
u(z,0) = f(z), —co <z < o0

7

and that v and f are “nice.” We apply the Fourier transform to u “spatially” or “in the
x-variable.” Consequently, “nice” should mean, at least, that wu(-,¢) is integrable for each
t > 0 (where u(-,t) is the map = — u(x,t)) and also that f is integrable.

Put 1 -
u(k,t) = — w(x, t)e”* dr.
()= 7= [ ulat

We should think of ¢ as just a parameter in the integrand; all of the action is happening with
x. Then
U (K, t) = —K*U(k, 1).

In the time variable, we recognize differentiation under the integral:

~ 1 > —ikx 1 = —ikx
u(k,t) = \/_2_71'/ wy(w, t)e”** dy = \/_2_7r/ Oy[u(x,t)e ™) da

=0, {\/12_% /Z u(z, t)e ™ do| = 0,[u](k,t).

To avoid confusion, we will not write this as u,(k,t). All together, we expect that a “nice”
solution u to the heat equation with “nice” initial data f will satisfy

{@[ﬁ](l{:,t) = —k%(k,t)
u(k,0) = f(k).
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This is really a family of IVP at the ODE level parametrized in k£ € R. (We posed the
heat equation only for ¢ > 0, but we can solve this IVP for all ¢, so we might as well consider
all ¢ here.) The notation may be burdensome, but all this is asking us to do is solve

y =—ky
y(0) = f(k)
for each k € R. Certainly we know how to do that: y(t) = A(k:)e_k%. And so u should

satisfy
Uk, t) = f(k)e ¥,

Now we can recover u from u by Untheorem 22.2:

1 o ’ 1 A ’
u(z,t) = E/ u(k,t)e™™ dk = \/_2_7r/ Flk)e F e k. (22.1)

This may well be a valid candidate for a solution formula!

22.4 Problem. (i) Fix ¢ > 0 and z € R and define g(k) := f(k)e **¢**. Show that if f
is integrable or bounded (bounded meaning the existence of M > 0 such that |f(k)] <M
for all k), then g is integrable, and so the integral on the right in (22.1) converges. (It
will turn out that if f is integrable, then ]? is always bounded, although not necessarily

integrable.)

(ii) Assume that we may differentiate under the integral on the right in (22.1) with respect
to o and ¢t as much as we want for + € R and ¢ > 0. Show that u as defined by (22.1)
satisfies u; = Uy,

(iii) Show that u as defined by (22.1) meets u(x,0) = f(x). [Hint: Untheorem 22.2.|

22.5 Problem. Repeat the work above for the transport IVP

u+u, =0, —co<z, t<oo

u(z,0) = f(z), —00 < x < 00
and recover the expected, beloved formula u(z,t) = f(x —t). [Hint: apply the Fourier
transform to w in x and get an ODE-type IVP for u. Solve it. Then recover u from its
Fourier transform via Untheorem 22.2. Do some algebra in the integrand and recognize the
integral as the Fourier transform of f.|

Now we begin the laborious process of verifying that (22.1) actually gives a formula for a
solution to the heat equation. Problem 22.4 ensures that, if | f| is integrable, then the formula
actually converges to a real number for each z € R and ¢ > 0. (What goes wrong if ¢ < 07
This is one mathematical reason to take t > 0 in our statement of the heat equation—we do
it because it leads to a problem that we can solve!)
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~

We first replace f(k) in (22.1) by its integral definition and find

—zk —k2t _ikx
u(z,t) = m/ <\/%/ fly ydy)e e dk.

Here we are writing the variable of integration in the definition of f(k) as y so as not to
overwork x. This cleans up slightly to

1 ) [eS) ' '
t) = Py /_OO /_OO f(y)e*’kye*k%e’kx dy dk.

We might note that the factor of f(y) is the only factor in the integrand that does not depend
on k. If we interchange the order of integration (a dicey move—is Fubini’s theorem valid for
double improper integrals?), then we could probably pull it out of one integral:

= ! - . —iky —k%t _ikax _ 1 /oo /OO —iky —k%t _ikx
_zﬂ/_oo/_oof@)e e "te dkdy—27T _Oof(y) _ooe e e dk | dy.

We focus on the integral in parentheses. Collect the complex exponentials into one:

o 2 o 2
/ 6fzkyefk tezk:x dk = / efk tezk(xfy) dk.
—00 —o0

Pull in that factor of 1/27 and define

1
H(s,t) := 27r/ e Fteiks (k.

Problem 21.11 and the comparison test ensure that this integral converges. Then our solution
candidate should be

o) = [ H@—y.050) dy (22.2)

Now we need to check that this integral converges and that it is sufficiently differentiable in
x and t. Doing so will require a much deeper understanding of H, which turns out to be
quite a nice function.
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Example 6 on pp. 425-426 computes the Fourier transform of the Gaussian. Example
1 on pp. 124-125 discusses the heat kernel, and p. 461 shows how the heat kernel
satisfies the heat equation itself.

We start by cleverly rewriting H:

1 2
H(S t) 271_/ e FPtiks gr. (m/ *(k\f —i(—s)k dk’) _
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While this may not have been the obvious move, it shows that H(s,t) is basically a Fourier
transform (with the unusual notational choice of using s for the Fourier variable but k for
the variable of integration). Specifically, put

This is a “Gaussian”type function, and one of its chief virtues is that it decays extremely
fast as X — +o0.

Now let G(v/t-) be the function
G(VE): R = R: ks eV,

Then

1 —_—

mg(\/z?)(—s). (23.1)

Problem 22.4 ensures that this Fourier transform really is defined. So what is it?

The form of this transform first motivates us to think about transforms of “scaled” func-
tions. Let g: R — C be continuous with |g| integrable, and let @ € R. Denote by g(a-) the
map

H(s,t) =

gla): R = C: z — g(ax).
23.1 Problem. Explain why |g(a-)| is integrable.

Then, by definition,
— 1

gla)k = _27r/ g(ax)e ™ dx.

How can we relate g(a-) to g7 One idea is to make just g show up in the integrand. Substitute
u = ax to find, formally,

/ glax)e ™™ dy = —/ g(u)e "k gy,

—o @ Ja(~o0)

If a > 0, we should then expect

Sk = égj <—> | (23.2)
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23.2 Problem (Nonzero scaling preserves integrability). Clean this up using the follow-
ing more general approach. Let h: R — C be continuous and integrable and let v € R\ {0}.

Prove that - | oo
/ h(az) do = H/ h(s) ds.
—00 &l J_o

—

What does this say about g(a-) for & # 0 and |g| integrable? [Hint: study the integrals

fgh(azn) dr and fgh(oza:) dx. Change variables and pay attention to how the sign of «
affects the limits of integration.|

23.3 Problem (Horizontal translation preserves integrability). Let g: R — C be con-
tinuous with |g| integrable. Let d € R. Prove that the “shifted map”

Sig: R — C: x> gz +d)

is integrable with

/_00 g(x +d) doe = /OO g(u) du and @(k) = e™G(k).

o0 — 00

[Hint: for integrability, it may be easier to prove that the limits in Definition 21.7 exist and
then use Problem 21.12 to express [~ _S%f =limp o0 f]jRSdf.]

We combine (23.1) and (23.2) to obtain

H(s.0) = =GN = 7= ()6 (-
So, what is G?

By definition, it is

%) . (23.3)

~

1 o 2
G(k) = E/ e ek dy,

This is one of those times when brute force is not, in fact, the best force, and we need some
tricks to evaluate this integral. We start by thinking about what G does (possibly from our
separable ODE days):

Gg'(z) = —2ze " (= —22G(x)).
We also expect

G'(k) = ikG (k).

~ 1 o0 5 .
kG (k) = —/ —2ze " e g,
(k) = = -
We work quite a bit at the integral on the right:

/ —2ze e dp = —,/ —ire T e Jp — —./ ﬁk[e*ﬂe*"”] de.
_ i) .

]

o0 —00

Then
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If we can interchange the derivative and integral, then

ikG (k) = -ak { Nor: / e emihe dx} = %ak[é](k). (23.4)

Be careful with notation: we are writing G’ = 9,[G] for the “ordinary” derivative of G but
Ok [Q\] for the derivative of the Fourier transform of G. (Strictly speaking, we have not proved
that the transform is differentiable, because we did not justify interchanging the improper
integral and 0y above. We will.) Now rejoice at (23.4): this is really an ODE for G, and it
reads

. ko~
0u[G](k) = —5G (k)
Perhaps it would look better as
, t
Y (1) = —Sy(0)?

Then y(t) = y(0)e~*/%, and so

So what is (./}\(O)? By definition,

50 m/_dl’

and it turns out that

/_ e VT, (23.5)

oo

an identity that we will not prove here. Thus

~ —k2/4
G(k) = %e‘“/“ = 67 (23.6)
V2
All together, we conclude from (23.3) and (23.6) that
L &o(_s 1 /1 ) 1 e
H S,t = —g e —— [ R 67(75/\/2) /4 — 6*8 /4t.
(5,) V27t ( \/z) V2mt <\/§) Vart

We call this function H the HEAT KERNEL.
This is a very nice expression for H—no more integrals! Be aware that s € R can be
arbitrary, but we need t > 0. Also, it is traditional to leave the 4 inside the square root.

23.4 Problem. Check that H satisfies the heat equation in the sense that H, = H,,.

At last we return to our candidate solution (22.2) for the heat equation:
o (a—y)?/at
—0o  VA4mt

With this explicit formula for H, we can prove the convergence of this integral with two
different hypotheses on f.

u(z,t) = /OO H(x —y,t)f(y) dy = fly)dy, z € R, t>0. (23.7)
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23.5 Problem. Prove that the (second) integral in (23.7) converges in each of the following
cases, assuming x € R and t > 0. [Hint: use the comparison test—the function that you
“compare the integrand to” will be different in each case.]

(i) f is bounded in the sense that there exists M > 0 such that |f(y)| < M for all y € R.

(ii) |f| is integrable.

This assures us that the function u in (23.7) is defined: u(z,t) € R for all x € R and
t > 0. Is u differentiable, and does wu satisfy the heat equation? If differentiation under the
improper integral is justified (something we really do need to think about), then Problem
23.4 implies

w(w,t) = 0y [/Z H(z —y,t)f(y) dy} = /Z O[H(z—y,t)f(y)] dy = /Z Hgs(z—y,t)f(y) dy

_ /Z O[H(z —y,t) f(y)] dy = 92 {/Z H(z —y,t)f(y) dy} — (2, ).
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Example 1 on p. 459 is Tychonov’s example for nonuniqueness in the
heat equation. Pages 462-463 outline the e-d-style argument that
limy_o+ [ _H(x —y,t)f(y) dy = f(z). This is the behavior that one expects
with a delta function; see p. 471. Another “bounded in finite time” uniqueness result
is Theorem 2 on p. 465.

Now that we have a solution to the heat equation, we start exploiting its properties.
First, the formula

ulz,t) = / " H(z— 9,05 (@) dy

is not defined at t = 0, but we want u(z,0) = f(x). One can show that if f is continuous,
then

o0

lim [ H(z—y,t)f(y) dy = f(x).

=0t J_ o

This is mostly a classical e-) argument that is a little too technical for us to do here but
that does not require all that many fancy tools. Thus if we put instead

wet) = LI @ =y 0f () dy, 2 €R, £>0 .
’ f(z), e Rt =0, '

then u is continuous on Dy = {(:L",t) € R? ‘ reR, t> O}, and u solves u; = Uy, on
D = {(a:,t) e R? | reR, t> 0}. All in all, this is a bit weaker than what we found
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for the transport and wave equations, where the solution formulas met the initial conditions
immediately, without any extra work.

Next, what about uniqueness? We got that for free for transport and wave just from
those happy solution formulas. Is there only one solution to

Up = Uge, —00 < T <00, t>0
u(z,0) = f(z), —oo <z < 00?

Remarkably, no! Even taking f = 0 does not force uniqueness.

24.1 Theorem (Tychonov). There exists a function u that is continuous on Dy (as defined
above) and that solves the heat equation u; = uz, on D (as defined above) with u(x,0) = 0.
However, u is not identically zero.

With some effort, one can show that for ¢ > 0, Tychonov’s solution is not bounded in z
by any exponentially growing function. Physically this unboundedness is wholly unrealistic:
how could the temperature in a rod soar to co without help from any extra heat source?
(There is no heat source in the heat IVP beyond the initial temperature.)

So what does force uniqueness? It turns out that if we build a hypothesis onto the
solution’s behavior, not just the initial temperature, then we get uniqueness.

24.2 Theorem. Suppose that u solves the heat equation

Up = Ugy, —00 < T <00, t>0
u(z,0) =0, —oo <z < 00

and is continuous at t = 0. Suppose also that v is BOUNDED IN FINITE TIME in the
sense that for all T > 0, there is My > 0 such that |u(z,t)| < Myp for all x € R and
t €10,T]. Then u(z,t) =0 for allz € R and t > 0.

We will prove this theorem later after we develop some new tools. Here is how it helps.

24.3 Problem. Suppose that u and v solve the same heat equation

Up = Uge, —00 < T <00, t>0 d Vp = Uy, —00 < T <00, t>0
an
u(z,0) = f(z), —co <z <00 v(z,0) = f(x), —00 <z < o0

and are both bounded in finite time. Prove that u = v. [Hint: consider w = u — v, show
that w is bounded in finite time (the triangle inequality), and apply Theorem 24.2.]

We might then ask what conditions on f guarantee that the solution to the heat IVP as
given by (24.1) guarantee that u is bounded in finite time. Given T' > 0, we want My > 0
such that |u(x,t)| < My for all x € R and ¢ € [0,7]. Taking, say, ' = 1 and ¢ = 0, this
shows that we want M; > 0 such that |u(z,0)] < M; for all x € R. That means we want
|f(z)| < M, for all z. And so the initial temperature distribution must be bounded.
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Is that enough? We drop the subscript and assume |f(z)| < M for all z € R and some
M > 0. The previous paragraph shows that with « defined by (24.1), we have |u(z,0)] < M
for all x € R. Now we estimate u(x,t) for t > 0. The triangle inequality for integrals implies

2

vZ? %E'

(z—y)/2V1)? dy.

Ju(z,

24.4 Problem. Substitute s = —(z — )/2v/t in the integral on the right and use (23.5)
to derive a bound for u that is independent of ¢.

Now we have an existence and uniqueness result for the heat equation (pending some
housekeeping with unproven results).

24.5 Theorem. Let f € C(R) be bounded in the sense that there exists M > 0 such that
|f(z)] < M for all x € R. Then the only solution to the heat IVP

{ut:um, —o<r<oo, t>0 (24.2)

u(x,0) = f(z), —co<x < o0

18

w(et) = L 2 @ =, 0f() dy, 7 €R, >0 Mo = S
’ f(z), z € R,t =0, :

So what else is this solution doing? First, no matter what the initial temperature distri-
bution is, eventually everything “cools all the way down.”

24.6 Problem. Let f € C(R) be bounded and let |f| be integrable. Let u solve (24.2).
Prove that
lim u(z,t) =0

t—o00

for each z € R. Go further and explain how this limit is “uniform” in x by finding a bound
lu(x,t)| < M(t) valid for all x € R and ¢ > 0 with limy;_,., M (¢) = 0.

This is physically reasonable, yes? Now we prove a physically baffling result. Suppose
that f(z) > 0 for all x € R but f(zo) > 0 for some zy € R. Assuming, as usual, that f is
continuous, there is 0 > 0 such that f(z) > 0 for 2o — 0 < < x¢ + . Then, for ¢t > 0,

00 z0+0
wat) = [ Hle =050 dr= [ H@ - 0 )5) dy>0

The second, strict inequality is just monotonicity of the integral. The first, nonstrict in-
equality is a consequence of the following (and the nonnegativity of H and f).
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24.7 Problem. Let a, b, ¢, d € R with a < ¢ < d < b. Suppose that f € C([a,b]) with

f(z) >0 for x € [a,b]. Prove that
d b
/ f< / f. (24.3)

If f(x) > 0 for = € [a, b], show that the nonstrict inequality in (24.3) becomes strict. [Hint:
start with a picture and check that fff = fo —[if- fo]

Here is what we have shown: if the initial temperature distribution f is nonnegative on
R but positive at some point xy (and maybe 0 elsewhere on R), then u is positive for all
x and all t > 0. Informally, “if f is positive somewhere, then u is positive everywhere.” If
we think about the heat equation as modeling the temperature of an infinite rod, then the
initial heat contribution from f gets “transported instantly” to all of the rod, even if that
initial heat contribution is localized over a small spatial interval, like (z¢ — 9, xg+ ). This is
an “infinite propagation speed” result for the heat equation, and it stands in marked contrast
to the “finite propagation speeds” for the transport and wave equations.

24.8 Problem. Let f € C(R) be bounded and nonnegative and suppose that u solves
(24.2). Prove that if u(xg,ty) = 0 for some zy € R and t, > 0, then u(z,t) = 0 for all
x € Rand ¢t > 0. [Hint: contrapositive, quantifiers.|

24.9 Problem. Prove the following “comparison” principle for the heat equation. Suppose
that fi, fo € C(R) are bounded with fi(z) < fao(x) for all z and v and v solve

Ut = Uy, TER, >0 Vp = Vg, TER, >0
u(z,0) = fi(z), z€R v(z,0) = fo(x), x € R,

Prove that either u(z,t) = v(x,t) for all x € R and ¢ > 0 or that u(z,t) < v(z,t) for all
r €Randt>0.
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Theorem 2 on p. 143 states the maximum principle; see also the minimum principle on
the following page and Example 2 on pp. 145-146. The maximum principle is proved
on pp. 148-149.

We turn our attention to proving Theorem 24.2. Our main tool in this proof is a result
worthwhile in and of itself: a “maximum principle.” Here we no longer work with the heat
equation on the whole real line, just on a finite spatial subinterval.
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25.1 Theorem (Maximum principle). Suppose that u solves
Ut = Ugy
fora<xz<band 0 <t <T and that u is continuous fora < x < b and 0 <t <T. Let
D::{(x,t)€R2 ‘ a <z <b, 0§t§T}
and
Doara :={(a,t) ER* | 0<t < T} U{(2,0) €ER* | a <z < b} U{(b,t) ER* | 0 <t < T}.
Then

max u(z,t) = max u(z,t).
(z,t)eD (z,t)€Dpara

Proof. First we draw some pictures: the set D and its “parabolic boundary” Dpura-

\t /\t

AN

~

8
AN
v
8

D Dpara

Since u is continuous on the closed, bounded set D, the extreme value theorem implies that
u attains its maximum somewhere on D: there is (xg,ty) € D such that

M := u(zg,tp) = max u(z,t).
(z,t)eD
Likewise, since Dpyy, is also closed and bounded, v attains a maximum somewhere on Dpapa,
and, since Dpara € D, we have

m:= max u(z,t) <M.
(-’E,t)erara

Our goal is to show m = M; we proceed by contradiction and assume m < M.

We need some results from single-variable calculus, which we briefly review here (and
discuss further in Problem 25.4 below). Suppose f € C*([c,d]), so f achieves its maximum
at some z, € [¢,d]. If z, € (¢,d), then f'(z,) =0 and f"(x,) < 0. If, however, all we know
is that x, € [¢,d], i.e., z, is one of the endpoints, then all we know is that f'(z,) >0 .

Here is how these results motivate the maximum principle. If (x,to) € D \ Dpara, then
a<zog<band 0 <t <T. We have u;(zg,ty) > 0, since the function u(xo,-) achieves its
maximum on [0,7] at ty € (0,7] and uy,(xo,to) < 0, since the function u(-,?y) achieves its
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maximum on [a,b] at zg € (a,b). But we also know u;(zg, to) — Uz (20, to) = 0. If we knew
more, like u;(zg,tg) > 0, or ug.(xo,to) < 0, then we would get a contradiction. If we could
rule out ¢y = T, then we would have 0 < ¢, < T, and so us(xo,ty) > 0. That would be
enough for the contradiction. Or, if we could ensure wu,,(zo,7T") < 0, that would also get us
the contradiction. However, we do not have enough information to do any of that.

Instead, the trick of the proof is to modify u into a new function v, which has a slightly
more tractable second derivative in . Probably the simplest function that has a nontrivial
second derivative is « — x2, or a multiple thereof. So, we put

v(x,t) = u(z,t) + ex?,

where we will specify ¢ > 0 shortly.
Now we think about extreme values. First, if (,¢) € Dpara, then 22 < max{a® b*}. (This
is sensitive if a < 0 or b < 0.) So,

max  v(x,t) < m+ emax{a’, b*}. (25.1)
(I,t)erara

Since we are assuming m < M, if we take € > 0 small enough relative to m, M, a?, and b?,
then
m + emax{a’, b’} < M. (25.2)

And
v(xo,to) = M + 61’3 > M.

(We have to keep the nonstrict inequality just in case xy = 0.) So, since (xg, o) € D,

max v(z,t) > M. (25.3)

(z,t)eD

By the way, this maximum exists by the extreme value theorem, just as it did for w.
We combine (25.1), (25.2), and (25.3) to conclude

a ,t) < ma , ) =: , b
(I’t)népfmv(x ) (g)gpv(fv ) = v(21, 1)

for some (z1,%1) € D \ Dpara- Here is a sketch of D \ Dpara-

4t

T4+ O—o0

AN
S e
S Dmmmmmmm
v
S

D\ Dpara

We then have a < x; < band 0 < t; < T. By the reasoning above, v,,(z1,%1) < 0 and
ve(x1,t1) > 0. Thus
’Ut($1,t1) Z Uxx(l‘l, tl). (254)
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But we know more about v: fora <z <band 0 <t <T,
vz, t) = ug(x,t)  and V(2 t) = Uge(x, t) + 2€.
Then the inequality (25.4) reads
(1, t1) > U (21, t1) + 2€,

and that simplifies to 2e < 0, a contradiction. |

25.2 Problem. Reread the preceding proof and convince yourself that at no point was
differentiability of u at ¢ = 0 used. (This is important, because we really cannot assume
that u is differentiable at ¢ = 0 in practice!)

25.3 Problem. Suppose that the heat equation is modeling the temperature distribution
of a finite rod with endpoints at x = a and x = b. Explain how the maximum principle
implies that the maximum temperature that the rod reaches between times 0 and 7" occurs
either at the endpoints at some point in time from times 0 to 7" or somewhere within the
rod but only at time 0.

25.4 Problem. In calculus, we usually apply derivative tests for extreme values occurring
at interior points of intervals, so here is a chance to think about what happens at the
endpoints. Let f € C*([a,b]) and suppose that

f(a) = max f(z).

a<x<b
(i) Use the definition of the derivative to prove that f’(a) > 0.

(ii) Give an example to show that we may have f'(a) > 0, in contrast to our likely calculus
intuition that f'(a) = 0.

(iii) Show that f”(a) < 0 by contradiction as follows. If f”(a) > 0, then by continuity
f"(z) > 0 fora < x < a+ 46, with § > 0 sufficiently small. Use FTC2 to show that
f'(x) >0 for a <x <a+d and thus f is strictly increasing on [a,a + d§]. How does this
contradict the maximum occurring at a?

(iv) Give examples to show that both f”(a) < 0 and f”(a) = 0 are possible.

25.5 Problem. Let u satisfy the hypotheses of the maximum principle. By considering
v := —u, prove that u also achieves its minimum on the parabolic boundary.

Now we start to prove Theorem 24.2. The idea is that if u solves the heat equation for
all z € R and ¢ > 0 and is continuous at ¢ = 0 and bounded in finite time and if u(z,0) = 0,
then w = 0 (which is what we expect with zero initial conditions). Let T > 0; we show
that u(z,t) =0 for z € Rand 0 < ¢t < T. Since T' > 0 is arbitrary, this shows u(z,t) = 0
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for all ¢ > 0 and z € R. (The case t = 0 is the initial condition, so we ignore that.) Fix
xo € R and ty € (0,7]. Our goal is now to show |u(z, )| < € for all € > 0; then we will
have u(xg,to) = 0. We will do this by introducing an comparator function (which depends
on €, xg, and ty) and applying the maximum principle to that function; it will turn out to
be “easy” to compute maxima on the parabolic boundary of its domain, and those maxima
will force the inequalities —e < u(zq, ) < €.

The question is now what the right “comparator function” is and what is the right finite
spatial interval on which to apply the maximum principle (be aware that now wu is defined
for z € R).

Day 26: Friday, October 11.
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Theorem 1 on p. 140 proves uniqueness for the finite rod heat equation.

We finish the proof of Theorem 24.2. Here is the strategy.

1. We are going to construct a “comparator” function v such that v(z,t) <0 for all z € R
and t € [0, 7] with v(zg,ty) = u(zo,ty) — €. This will yield u(xg,ty) < €, and a similar
construction will give the lower bound. We will achieve this inequality on v by finding that
v solves the heat equation and applying the maximum principle.

2. One way to build v is to exploit the linearity of the heat equation. We will find a solution
w of the heat equation (w; = w,,) and normalize it so w(zo,ty) = 1.

3. Then we will put v(z,t) := u(z,t) — ew(x,t) and get v(z,t) < 0. By the claims above,
this shows u(z,t) < e.

4. We will leave as a problem proving the inequality —e < u(x,t) via similar means.

Here is w:

% 4 2t
”U)(Jf,t) = M

This is something of a “miracle” function—it is just so simplel—and it is the sort of thing
that one cooks up in a sudden 15 minutes of inspiration after a week of frustration.

26.1 Problem. Check that w is defined (i.e., no division by zero problems) and solves the
heat equation w; = w,, with w(xg,ty) = 1.

Now we need to find the right domain D on which we will apply the maximum principle
to this v. Since v is defined for all x € R, we are free to choose any spatial interval that we
like. Perhaps the simplest is symmetry: —r < z < r for some r > 0. That is, we take

D:{(x,t)GRQ{—TSxST, O§t§T}.
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The maximum principle then guarantees that

max v(x,t) = max o(z,t),
(z,t)eD (z,t)EDpara

where
Dpara ={(—r,t) eR* | 0 <t < T} U{(2,0) €eR?* | -r <z <7} U{(r,t) |0<t < T}

is the parabolic boundary. If we can show that the maximum of v on Dy, is nonpositive,
we are done. This will involve actually specifying 7.

N
T J

)
A)

[ [
We start estimating. Because we are subtracting w in the definition of v, to get an upper

bound on v on Dy, We want lower bounds on w on Dpa. On the vertical sides of Dpara,

we have x = +r and t € [0, 7], so

r? + 2t r?

[L’% + Qto B 27(2) + 2'[507

w(Er,t) =

so here, using the finite time bound on u,

2 2
r
Ml

v(x,t) < ulx,t) — —_ .
(#,8) < ulz,1) e €x3+2t0

<

If we take r sufficiently large relative to My, xq, to, and €, then

7,2

My <0.

On the horizontal side, we have |z| < r and t = 0, so

1’2

0) = e—rr >
w(m’ ) €$(2)+2t0 -

Y

and so here, using the initial condition u(z,0) = 0,
v(x,0) = u(z,0) — w(z,0) = —w(z,0) <O0.

Thus v(z,t) < 0 on the parabolic boundary, as desired. The reasoning above implies
u(zo,ty) < €, and we claim the other inequality holds.
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26.2 Problem. Prove it. Specifically, by considering instead the “comparator” function
v(x,t) = —u(x,t) —ew(x,t), with w still defined as above, show that —e < u(x, ty), which
completes the argument.

We have done a lot of work on the heat equation posed spatially on R, i.e., the “infinite
rod” model. In particular, we had to assume an infinite spatial domain to use the Fourier
transform. However, the maximum principle only required us to work on a finite domain.
We might wonder, mathematically and physically, about the heat equation for a “finite rod.”

As with the wave equation for a finite string, this involves boundary conditions:

Up = Ugz, 0 <L, t2>0
u(z,0) = f(z), 0<z < L (26.1)
u(0,t) = a(t), u(L,t) =0b(t), t >0,
for given functions f: [0, L] — R and a, b: R — R. Now we require that the PDE hold at
t = 0, unlike in our work on the line. It turns out that this is mathematically tractable in

the sense that for the finite rod, we will eventually construct solutions that are genuinely
differentiable at ¢t = 0.

26.3 Problem. How differentiable do f, a, and b need to be for (26.1) to make sense?
Recall that we assume that any solution to (26.1) is twice continuously differentiable for
0 <z < Landt>0. Also, what are the values of f(0), f(L), f”(0), and f"(L)?

Alternatively, we could pose a slightly different problem that demands continuity at t = 0:
Up = Ugz, 0 x <L, t>0
u(z,0) = f(z), 0<z <L

hm(s,t)—)(a:,OJr) U(S, t) = f(.%')
w(0,1) = a(t), w(L,t) = b(t), t > 0.

(26.2)

Either way, we can use an energy method to prove uniqueness.

26.4 Problem. Explain why to show uniqueness of (26.1), it suffices to show that if u

solves
Up = Upy, 0 < x < L, t>0
u(z,0)=0,0<z<L (26.3)
uw(0,t) =u(L,t) =0, t >0,

then u = 0.

26.5 Theorem. There is only one solution to (26.3).

Proof. We assume that u solves (26.1) and study the “energy integral”

E(t) := /OL u(z,t)? d.
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We have E(t) > 0 since the integrand is nonnegative and

E(O):/OLu(x,0)2 da::/OLO dx =0

from the initial condition u(z,0) = 0. We will show E’(t) < 0 for all ¢. Then E is decreasing,
so E(t) <0 forallt>0. But 0 < E(t) as well, so 0 < E(t) <0, and therefore E(t) = 0 for
all .

Onwards to differentiating. A solution to (26.3) is really twice continuously differentiable
for 0 <z < L and t > 0, per our PDE conventions, so Leibniz’s rule applies. We have

E'(t) =0, [/OL u(z,t)? dx} = /OL Oifu(z,t)?] dv = /OL 2u(x, t)u(w,t) dx

after differentiating under the integral and using the chain rule. This is an integral with
respect to x, and we can connect u; and u,, via the heat equation, so we should probably
do so and obtain

B(t) =2 /0 (s it (2, 1) d

If in a calculus class we encountered an antidifferentiation problem of the form [ff”,
we would probably integrate by parts with u = f (terrible notation here) and dv = f” to
conclude [ff" = ff' — [f'f. Doing so here gives

L
E'(t) = 2u(x, t)ug(z,t) izg — 2/ ug(x,)? du.
0

Since u(0,t) = u(L,t) = 0 by the boundary conditions, the first terms are 0, and so

L
E'(t) = —2/ u,(z,t)* dr <0,
0
as desired. [ |
26.6 Problem. To prove uniqueness for (26.2), we would want to show that if u solves

Up = Ugy, 0 << L, t>0
uw(x,0) =0, 0<z <L
lim, 1) (z,0+) u(s,t) =0
u(0,t) =u(L,t) =0, t > 0.

(26.4)

then u = 0. Reread the proof of the preceding theorem and explain why it still works for
(26.4). [Hint: the subtle point is that maybe E is now only differentiable on (0,00). Why?
Does that really matter?|

For simplicity, we will usually work with ¢ > 0 in the PDE part of the heat equation on
finite spatial domains. That is, we will not consider (26.4) much further.
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Day 27: Monday, October 14.

Material from Basic Partial Differential Equations by Bleecker & Csordas

Remark (2) on pp. 141-142 discusses “continuous mean-square dependence” on initial
data. The paragraph at the start of “The Maximum Principle and its consequences”
on pp. 142-143 discusses how ||-||;. does not imply control over ||-|| . Continuous
dependence on initial conditions in ||-|| appears in Theorem 3 on p. 147; see also the
remark at the bottom of that page and Example 3 on p. 148.

The proof of Theorem 26.5 contains an important auxiliary result. Suppose that w solves

Wy = Wy, 0< <L, t>0
w(0,t) =w(L,t) =0, t >0

and is continuous for 0 < x < L and ¢ > 0. Then the function
L
Elw] ::/ w(z,t)? dx
0
is decreasing, and so Efw|(t) < E[w](0) for all ¢t > 0.
27.1 Problem. Reread the proof of Theorem 26.5 and convince yourself that this is true.
(Here we are saying nothing about an initial condition for w(z,0), and so we no longer

conclude that E[w](t) = 0 for all ¢, nor do we want to.)

Now suppose we have two heat solutions with the same boundary conditions but possibly
different initial conditions:

Up = Ugy, 0 < < L, t>0 Vi = VUgp, 0z < L, t>0
u(z,0) =a(t), t >0 and v(z,0) =a(t), t >0
u(L,t) =0b(t), t >0 v(L,t) =b(t), t >0
u(z,0) = fi(z), 0<ax <L v(z,0) = fo(z), 0 <2z <L

Put w = u — v, so w solves

Wy = Wyy, 0 <L, t2>0
w(z,0)=0,t>0

(L,t)=0,t>0

(2,0) = fi(z) — falz), 0 <z < L.

g

g

Then the energy integral above implies Ew](t) < E[w](0) for all ¢, where

E[w](t):/o w(z,t)? dx:/o [u(z,t) — v(z, )] do
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and
Bul0) = [ v 0p dr= [ (@) - ) do
That is, ) )
/0 (e, 1) — v(z, 1)) dr < /0 () — fol@)]? do (27.1)
for all £ > 0.

This should feel like our “continuous dependence on initial conditions” result for the wave
equation. Both here and there, we bounded a difference of two solutions to the same PDE
in terms of a difference of the initial conditions. The difference here is that the differences
are no longer purely pointwise—they involve integrals.

How should we interpret these integrals? We need some new analytic tools. Recall that
we have said, repeatedly, that integrals represent functions and extract and measure data
about functions. We have seen such representations via FTC1 and the Fourier integral in
Untheorem 22.2 (the latter still needing some patching up). We have seen data extracted via
Fourier modes—such data is useful for representation purposes as in that touchy untheorem,
and there are other uses to come.

One of the most natural measurements to desire about a function is its size: how “large” is
it? That depends on one’s perspective. Say that f: [0, L] — C is continuous. From calculus,
f has extreme values, and so

1/l 7= max |f(z)]

0<z<L
is defined.
+f ()
1o +

A

> T

~

We might call this number || f|| the “maximum norm” of f. This value || ||, measures how
large in a “pointwise” sense f can be.
We might also think about average value. The number

[ el a

is the average value of |f| on [0, L]. Put

L
11l = / ()] da.

We call this the “L'-norm” of f. (The unfortunate overworking of L as both an endpoint of
the domain of f and part of the name of the norm is an accident of culture and bad writing.)
When L > 0 is fixed, we might think that if || f||;. is a “large” number, then “on average” f
should be large, while if || f||;. is small, then “on average” f should be small.
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But neither ||-||_, nor ||-||;: appears in our estimates for the heat equation. Instead, we

introduce the “L?-norm”:
L
o= ([ 150 a)

The square root preserves a nice scaling property: |laf||;> = |o|||f| ;2. Such a scaling
property is already present in ||-||  and ||-||;.. Then (27.1) says

[ut) =v( Dl e < 1A= Fall 2

As usual, u(+,t) is the function from [0, L] to R given by x +— u(x,t), and the same for v(-, ).

If |||, measures pointwise extremes, and ||-||;, measures average value, what is left for
-]z to measure? The less satisfying answer is that ||-||;. is simply a “mathematically
nicer” norm for a variety of reasons that we have yet to encounter. The possibly satistying
“physical” reason is the slogan “squaring makes small things smaller and larger things larger.”
Recall that if 0 < y < 1, then 0 < y* < y < 1, while if 1 < y, then 1 < y < y*
Perhaps a function f records the outputs of an experiment or the difference between two
experiments; in comparing those differences, we might want an instrument that magnifies
“large” differences but penalizes “small” differences less. Squaring in the L?-norm introduces
that magnification /penalization behavior while still retaining the “averaging” behavior of the
L'-norm.

1/2

A

> X

g

Our gut instinct is probably to want estimates in |||, as this is what we know best from
calculus so far. Unfortunately, an estimate in [|-||;; or ||-||;> need not imply an estimate in
|-|.- Consider the following picture, where €, L, M > 0 are fixed.

A (@)
M —_

PN
~
8
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It should be the case that || f||., = M but || f||,. and || f||,. are “small” since the area under
the graph of f = |f] is quite small.

27.2 Problem. Quantify this. First, find a piecewise formula for f (you may assume
that what look like line segments in the drawing above are actually line segments). Then
calculate || f||,;. and || f||;.. Explain precisely how || f||_, can be “large” even though || f||;.
and || f||,. are “small.” [Hint: try something like M = 1/e or M = 1/€> ]

Nonetheless, we can still obtain ||-||_ estimates on differences of solutions to the heat
boundary value problems. The maximum principle and Problem 25.5 together tell us that if

Wy = Wy, 0 << L, 120
w(0,t) =w(L,t) =0, t>0
’lU(fE,O) :fl(w)_fQ(x)y OS.TSL,

then the maximum and minimum values of w over 0 < x < L and 0 <t < T (for any 7" > 0)
occur on the “parabolic boundary” sketched below.

t

w(()’ t) =0, t >0 ey D — w(L,t) =0,t>0

)
A)

)
w(z,0) = fi(z) — folz), 0 <z <L

On the vertical sides of this boundary (z = 0 and x = L), w = 0, so those sides contribute
nothing really interesting to the extreme values of w. Suppose —e < fi(z) < fo(x) < € for
all x € [0,L]. Then the minimum of w on the parabolic boundary is at least —e and the
maximum is at least €, so —e < w(z,t) < eforall x € [0, L] and ¢t € [0,T]. Even better, this
estimate is independent of 7', so it is true for all ¢ > 0.

Here is what we have proved.

27.3 Theorem. Suppose that u and v solve

Up = Ugpy, 0< <L, >0 Vg =Vge, 0< <L, t>0
u(z,0) =a(t), t >0 and v(z,0) =a(t), t >0
u(L,t) =0b(t), t >0 v(L,t) =b(t), t >0
u(z,0) = fi(z), 0<x <L v(x,0) = fo(z), 0< 2 <L

(1) If Il fi — foll 2 <€ then |ju(-,t) —v(-,t)||;2 <€ for allt > 0.

(i) If | fi — foll < € then |Ju(-,t) —v(-,t)|l, < € and ||u(-,t) —v(-,t)|;2 < Le for all
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t>0.

27.4 Problem. Prove the L*-estimate in part (ii) of Theorem 27.3.

We could also ask for a continuous dependence on initial conditions result for the heat
equation on the line. Since there are no inherent boundary conditions (notwithstanding a
boundedness in finite time condition that we might impose to guarantee uniqueness), we just
ask how we might estimate the solution to

Up = Ugz, TER, >0
u(z,0) = f(z), z€R

in terms of f. There is not much to do here: if there is M > 0 such that |f(y)| < M for all
y € R, then (for t > 0)

ula, 1)] = \ TN dy\ <ot [ G-yt dy

We basically showed in Problem 24.4 that this integral is independent of both = and y. Call
its value C, so we have shown
lu(z,t)| < CM,

where C' is independent of z, ¢, and f, and M depends only on f.

We could go further and ask about “average” behavior of solutions to the heat equation on
the line. This would require introducing the improper integral analogues of the L'- and L*-
norms, and generalizing ||| _ to functions defined on R (and note that continuous functions
on R need not attain an absolute maximum or minimum there—think of arctan). This is
where we are headed anyway, and it will be a natural part of our upcoming retread of the
Fourier transform—we have eaten dessert first, and now it is time for better nutrition.



	Monday, August 12
	Wednesday, August 14
	Friday, August 16
	Monday, August 19
	Wednesday, August 21
	Friday, August 23
	Monday, August 26
	Wednesday, August 28
	Friday, August 30
	Wednesday, September 4
	Friday, September 6
	Monday, September 9
	Wednesday, September 11
	Friday, September 13
	Monday, September 16
	Wednesday, September 18
	Friday, September 20
	Monday, September 23
	Wednesday, September 25
	Friday, September 27
	Monday, September 30
	Wednesday, October 2
	Friday, October 4
	Monday, October 7
	Wednesday, October 9
	Friday, October 11
	Monday, October 14

